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Part 1
Random Variables and Probability

Consider an experiment that can have several (but finite) outcomes. For example trowing a
dice can turn out in getting any number from 1 to 6, or asking someone out can generate an
affirmative response, a negative one or perhaps a maybe, or no response at all. A probability
function is a function that assigns a value to each possible outcome while satisfying certain
rules.

Its clear that since the outcomes here are finite, outcomes form a set S = {s1,...,s,} a
probability is then a list (7, ..., m,) such that Pr(s;) = m;:

i. m; > 0 for all 4.

i Ym =1

Note that it is natural to define other outcomes that are formed by unions of the former
ones, like getting an even number when trowing the dice (the union of getting a two a four
and a six) or getting a positive answer or a maybe when asking someone out. It is clear that
the probability of these new outcomes is defined by the sum of probabilities of the original
outcomes used to define them.

Formally we could say that for any set A C S we define 14 = {i|s; € A} and then a
function y : 2% — [0,1] as:

p(A)=Pr(4) =) m
i€la
Furthermore we can define the expected value of a real valued function f : S — R as
Elf] =2 n({si}) f (si).

This same discussion can be carried out if the possible outcomes are countably infinite,
but it is difficult to generalize it otherwise. The objective now is to study which properties
does this kind of function satisfy and how it is generalized to deal with cases where outcomes
are arbitrary. The key for this is to realize that a probability is a function that maps sets
into the interval [0, 1], hence the study of functions that map sets into non-negative numbers
will provide the necessary theory, these functions are called measures, for obvious reasons.

The following sections draw on the short exposition of measure theory contained in Chap-
ter 7 of Stokey et al. (1989) and complements it with portions of Kolmogorov and Fomin
(2012) (chapters 7 to 10). Both these references are introductory although they present all the
relevant results. All the material is also covered in a more advanced manner in Kolmogorov
and Fomin (1999).

The aim of the course is not to dwell in the mathematical details of the theory but rather
present the most useful results for applications in economic theory, because of this many of
the proofs will be omitted only including those that are either instructive of the way the
theory is developed. Kolmogorov and Fomin (2012) is a good source for detailed (and easy
to understand) proofs.

Markov processes are defined following Stokey et al. (1989), chapter 8, and we finish with
the definition of the most common stochastic processes used in the rest of the course.



1 Measure

1.1 Measurable spaces (o-algebras)

Before we define a measure recall that a measure has for domain a collection of sets. For a
measure to have some desirable properties this collection of sets cannot be left unrestricted.
It turns out that the appropriate family of sets to be consider is that of o-algebra.

Definition 1.1. (c-algebra) Let S be a set and A C 25 a family of its subsets. A is a
o-algebra if and only if:

i. 0,5 e A
ii. A€ Aimplies A° = S\A € A. We say that A is closed under complement.

iii. A, € Aforn=1,...1implies UA, € A. We say that A is closed under countable union.
(a) Since NA, = (UAS)® we have that A is closed under countable intersection.

If A is only closed under finite union (or intersection) then 4 is an algebra.

A o-algebra imposes certain consistency to the family of sets under consideration. The
way to interpret it is that only subsets of the o-algebra can be known, hence measured.
Because of property (i) it is possible to know when none or all of the outcomes occurred.
Also if there is an outcome that occurred it must be possible to determine if it didn’t.
Finally if it is possible to determine that some outcomes occurred individually it can also be
determined if at least one or all of them were realized.

It is instructive to consider two simple examples of o-algebras that arise from throwing a
4 sided dice, then S = {1,2,3,4}. One (trivial) o-algebra is:

A={0,S}
Another one is the o-algebra generated by the collection {{1},{2},{3},{4}}, then:

A= A A2E 130 {48, {23,431, 3,4}, {1, 2,4} {1, 2,3},
_{ {1,2},{2,3},{3,4},{1,3},{1,4},{2,4},0,S }

In this case A = 2%, but this is not necessarily true, imagine that one can only determine if
an even number was thrown, then the outcomes are {{1,3},{2,4}}, the o-algebra is:

A= {{173}7{274}’®’S}

When S has uncountably many elements this process cannot be exemplified as easily
but one can always define the o-algebra generated by a subset A C 2° as the intersection
of all o-algebras that contain A. Clearly the arbitrary intersection of o-algebras is again a
o-algebra.

Now that we have defined a o-algebra its possible to say what a measurable set and a
measurable space are:



Definition 1.2. (Measurable Space) A pair (5,.4) where S is any set and A is a o-algebra
is called a measurable space. A set A € A is called A-measurable.

Note that we say that A C S is measurable with respect to a o-algebra A if its elements are
identifiable, that is, if the outcomes represented in A can be told apart from other outcomes
given the information in A. For example the set A = {4} is not measurable in the last
example above, since its impossible to know if a 4 was the outcome of the throw.

A o-algebra of special importance is the Borel o-algebra.

Definition 1.3. (Borel o-algebra) Let S = R and A be the set of open and half open
intervals. The Borel algebra, noted by B, is the o-algebra generated by A. A set B € B is
called a Borel set.

Note that the Borel algebra could have been defined equivalently with the closed and
half closed intervals (use complement). In general one can define the Borel algebra for any
metric space (9, p) as the smallest o-algebra containing all the open balls. In the case of the
Euclidean spaces it can also be generated with open rectangles.

What follows is to define the measure of a measurable set.



1.2 Measures
1.2.1 Measures in c-algebras

Given a measurable space (59, .4) a measure is nothing but a function p : A — R with certain
restrictions that guarantee its consistency:

Definition 1.4. (Measure) Let (S,.A) be a measurable space. A measure is an extended
real-valued function u : A — R such that:

L@ =0
ii. p(A)>0forall Ae A

iii. p is countably additive. If {A,} -, is a countable, disjoint sequence in A, then:
p(UAL) =) (A

If furthermore 1 (S) < oo then p is said to be a finite measure, and if p (S) = 1 then p is
said to be a probability measure.

Definition 1.5. (Measure Space) A triple (S, A, ) where S is a set, A is a g-algebra of its
subsets and p is a measure on A is called a measure space. The triple is called a probability
space if p is a probability measure.

An important concept is that of almost everywhere and almost surely. These are qualifiers
for a given proposition that can be evaluated in sets of A.

Definition 1.6. (Almost Everywhere and Almost Surely) Let (S,.A, 1) be a measure
space. A proposition is said to hold almost everywhere (a.e.) or almost surely (a.s.) if there
exists a set A € A such that u (A) = 0 and the proposition holds in A°.

An example of the use of a.e. or a.s. is when treating functions that are similar to each
other. One can say that two functions are equivalent a.e. or that a function is continuous
a.e. Then the functions f and g satisfy f(z) = g(z) and A = {z|f (z) # f (y)} satisfies
p(A) = 0. In measure theory the behavior of functions a.e. is all that matters, then we can
treat functions that have anomalies as long as those anomalies occur only in sets of measure
zZero.

There are some properties of a measure that are useful to keep in mind, a crucial one is
used for Bayes law and the definition of conditional probability.

Proposition 1.1. Let (S, A, u) be a measure space and B € A a set. Define A : A — R as
AMA) = pu(ANB). Then X is a measure on (S, A). If in addition y (B) < oo then \ defined
as A (A) = uAnB)/(By is a probability measure on (S, .A).

Proof. First note that if A, B € A then ANB € A, this follows from a o-algebra being closed
under countable intersection, by letting A; = A and A,, = B for n > 2 the result obtains. It
is left to check the three properties of a measure:



11.

1ii.

1v.

A0)=p0NB)=p)=0.
A(A)=pu(ANB) > 0.

Let {A,} 7, be a countable, disjoint sequence in A, then note that the sequence
{A, N B} 7, is also disjoint and that:

AUA) = p((UA) NB) = u(U(A,NB) =) u(ANB) = A(4,)

If 11 (B) < oo then all the previous results hold for A by dividing everything by s (B).

3 _ w(SNB) _ w(B) _
Furthermore A (S) = B — = L

]

Another useful property is given by the following proposition, it reflects the intuitive
property of measures being ’increasing’:

Proposition 1.2. Let (S, A, ) be a measure space and A, B € A sets. If A C B then
w(A) < p(B), if in addition p is finite then p (B\A) = pu(B) — p (A).

Proof. Since A C B there exits C' = B\A = BN A° such that AUC = B and ANC = 0.

Then:

p(A) + 1 (C) = p(B)

since p (C') > 0 if follows that p(A) < p(B). If p is finite then all elements above are well
defined and: p (B\A) = p(B) — u(A). O

The following property is widely used to establish properties of limits of functions, and
of the Lebesgue integral:

Proposition 1.3. Let (S, A, u) be a measure space:

0.

If {A,} is an increasing sequence in A, that is, if A, C A,11 for all n, then:

p(UA,) = lim e (Ay)

If {B,} is an decreasing sequence in A, that is, if B, O Bpy1 for all n, then:

p(NBy) = lim p (By)

Proof. Stokey et al. (1989, Sec. 7.2). Satisfying these two properties makes a measure
continuous. O



1.2.2 Measures in algebras and extensions [Optional]

So far we have defined a measure on an o-algebra, but a o-algebra is usually a large collection
of sets and defining a function on such a set while preserving the consistency required for a
measure is not an easy task. An alternative is given by defining measures on algebras, which
are smaller and less complicated collections of sets. It can be shown that these measures
preserve all the desirable properties of the more complicated spaces, and also allow for an
extension to g-algebras, once the measure is properly constructed.

We start by defining a measure on an algebra.

Definition 1.7. (Measure) Let (S,.A4) be a measurable space. A measure is an extended
real-valued function p : A — R such that:

i p@) =0
ii. u(A) >0 forall Aec A.

ii. If {A,} 2, is a countable, disjoint sequence in A, and UA,, € A, then:
p(UAL) =D (A

If furthermore p (S) < oo then p is said to be a finite measure, and if p(S) = 1 then p is
said to be a probability measure.
Note that condition (iii) also includes finite union of disjoint sets as a special case.

Definition 1.8. (o-finite measure) Let S be a set, A an algebra of its subsets and pu
a measure defined on A. If there is a countable sequence of sets in A, {A,}, such that
p(A,) <ooand S =UA, then p is o-finite

It is now possible to extend the notion of this measure to a o-algebra.

Theorem 1.1. (Caratheodory extension theorem) Let S be a set, A an algebra of its
subsets and p a measure defined on A. Let A* be the smallest o-algebra containing A. There
exists a measure p* on A* such that p* (A) = p(A) for all A € A.

The problem of uniqueness is also solved.

Theorem 1.2. (Hahn extension theorem) Let S be a set, A an algebra of its subsets, y a
measure defined on A and A* the minimal o-algebra of A. If i is o-finite then the extension
1* is unique.

To see how these theorems and the extension of a measure are used consider defining
a measure on the Borel o-algebra. It seems logical to define the measure of an interval
A= (a,b) as p(A) =b—aif b > a and pu(A) = 0 otherwise (since the interval would be
empty). Yet the Borel o-algebra contains sets beyond simple intervals, and the countable
union of intervals can give rise to weird sets. An answer to this problem is given by defining
a measure on the Borel algebra, formed by all types of intervals and their finite unions.
Defining a measure on this set seems straightforward:



iv. p(U(an, b)) =>_ (b, — ay) if the intervals are disjoint.

The function i can be verified to be a measure on the Borel algebra, and hence an extension
to the Borel o-algebra exists. If we restrict our attention to S = [a,b] and the intervals
contained in it we can define a o-finite measure, obtaining uniqueness of the extension. This
is how we can deal with complicated environments.

Once the measure is extended to the o-algebra all the results obtained above apply.

1.2.3 Completion of a measure [Optional]

One small detail is left to be checked. Sometimes there is a set B C S such that BC A€ A
and 1 (A) = 0, but if B ¢ A then its measure is undefined, while it should be clearly zero.
The completion of a o-algebra to include these type of "harmless’ sets is what follows. Note
that as before including sets or behaviors of measure zero is of no consequence.

Definition 1.9. (Completion of a g-algebra) Let (S, A, ) be a measure space. Define a
collection C as:

C:{CCSHAGA,LL(A):O A\ CCA}

The completion of o-algebra A is:
A = {B’ CS|B =(AUC)\C, AeA A C,C ec}

Note that by letting C; = Cy = () we get A C A', A’ includes all sets in 2° that differ from
a set in A by a set of measure 0.

Definition 1.10. (Completion of a measure) Let (S,.A, 1) be a measure space and A’
the completion of A. u (B') — u(B) for any B" € A’ that differs from B € A by a set of
measure 0.

The Caratheodory and Hahn extension theorems also apply for completions.



2 Measurable functions

A measurable function is a type of function for which it is possible to know (to measure)
the conditions (the set) that originates certain outcomes. One can think of a function as
mapping certain events in a given measure space to outcomes in another measure space. A
function is measurable if the sets that induce a given outcome are measurable. Formally:

Definition 2.1. (Measurable function) Let (S, A, 1) and (S/,A/,,u') be measure spaces
and f: S — S a function. f is measurable if and only if f~! (A/) cAforall A e A'.

A special case of notable importance is that of (S/,A’, u') = (R,B,)\), where X is the
Lebesgue measure on the plane. This are real valued functions. In this case the B-measurable
sets in R can be characterized in the following way:

Theorem 2.1. Let (S, A, 1) be a measure space and f : S — R. f is yu-measurable if and
only if [~ ((—o0,¢)) ={z € S|f (z) <c} € A for all c € R.

Proof. This theorem is stated as the definition of a real valued function f being p-measurable
in Stokey et al. (1989), but a formal proof is presented in Kolmogorov and Fomin (2012, Sec.
28, Thm. 1). It can also be stated with any of the inequalities >, <, > <. O

Also when the measure space in question is a probability space one can characterize
formally what a random variable is.

Definition 2.2. (Random variable) Let (S,.4, P) be a probability space and f: S — R
a real valued function. f is a random variable if and only if f is measurable, that is, if and
only if f~1(B) € A for all B € B, where B is the Borel g-algebra on R. We further establish
the same notation:

i. An outcome is an element s € S.
ii. An event is a measurable subset of S: A € A.
iii. The real number f (s) is a realization of the random variable.

iv. The probability measure for f is then: u(B) = P(f~'(B)) = P ({s € S|f (s) € B}),
for B € B.

v. The distribution function for f is: G (b) = p ((—o0,b]), for b € R.

Generally it is very hard to find a function that is not measurable. The details of the
example will depend on the spaces considered. For example if f : R — R and A is the set of
all open (or closed) sets in R the definition of measurability is equivalent to that of continuity
(the pre-image of an open set has to be open) and then all functions that are not continuous
are not measurable. It is clear that more complete o-algebras make more difficult to generate
counterexamples. The following three results show how difficult it is to generate them:

Proposition 2.1. Let f : R — R.

. If f is continuous then f is measurable with respect to the Borel sets.

10



1. If f is monotone then f is measurable with respect to the Borel sets.
Proof. Each case is proven:

i. Let f be continuous. Consider the set f~! ((—o0,¢)) for any ¢ € R, note that (—oo, c)
is open, since f is continuous then its pre-image is open, then it is a Borel set. Then
its measurable.

ii. Let f be monotone increasing. Consider the set f~!((—o0,c)) for arbitrary ¢ € R.
Note that f~!((—o0,c)) = (—o00,a) or f~'((—00,c)) = (—o0,a] or f~1((—o0,c)) =
(—00,00) or f7'((—o0,c)) = 0 for some a € R. Monotonicity ensures that if a €
f'((—o0,c)) and b < a then b € f~! ((—o0,c¢)). Suppose its not, then there exists
numbers b < a such that f (b) > ¢ > f (a), contradicting monotonicity.

Note that all these sets are in B, then f is B-measurable.

]

Corollary 2.1. The composition of measurable functions is measurable. In particular the
composition of a continuous function with a measurable function is measurable.

Proposition 2.2. Let S = {sy,y,...} be a countable set (potentially infinite) and A = 2°
a o-algebra on S. Then all functions f : S — R are measurable.

Proof. The proof is immediate since the pre-image of a Borel set is a subset of S, then it
belongs to A = 25. ]

In a more general way one can establish the measurability of a function by relating to a
class of well behave ’simple’ functions. The base for this class is the indicator function.

Definition 2.3. (Indicator Function) Let (S,.A) be a measurable space. An indicator
function y4 : S — R is:
(s) 1 ifseA
S) =
X4 0 ifs¢A
Clearly x4 is measurable if and only if A € A.

Definition 2.4. (Simple Function) Let (5,.A4) be a measurable space. A simple function
is a function that takes at most countably many values. When the function takes finitely
many values it can be expressed as:

¢ (s) = Z aixa, (s)

where {A;} is a sequence of subsets of S and «; € R.
Characterizing the measurability of simple functions is slightly more complicated.

Proposition 2.3. A simple function taking values {y1,ys, ...} is measurable if and only if
the sets A; = {s € S|¢ (s) = yn} are measurable.

11



Proof. Both directions are proven.

i. Let ¢ be measurable, and note that {y,} € B, then its pre-image is measurable wrt A.

ii. Let the sets be measurable, that isA; € A, and consider B € B a Borel set. Then:

¢ (B)={s€S|p(s) =y; € B} = U A,

Y, €EB

Since each A; € A; and the union is taken over no more than countably many sets we
have |, cp Ai € A by definition of a o-algebra. This proves measurability of ¢~ (B).

]

In what follows all simple functions will be considered measurable. The importance of
simple functions is given by the applications of the following proposition.

Proposition 2.4. Let (S,.A) be a measurable space and let { f,} be a sequence of measurable
functions converging pointwise to f, that is lim f, (s) = f(s) for all s. Then f is also
measurable.

Proof. The proof can be found in Stokey et al. (1989, Sec. 7.3) or in Kolmogorov and Fomin
(2012, Sec. 28.1). O

Corollary 2.2. If f is non-negative one can choose the sequence { f,,} to be strictly increasing.
Corollary 2.3. If f is bounded one can choose the sequence {f,} to converge uniformly.

The main application is the following result that gives a characterization of measurable
functions in terms of simple functions:

Proposition 2.5. A function f is measurable if and only if it an be represented as the limit
of a uniformly converging sequence of measurable simple functions.

Proof. The first direction is immediate from the previous proposition. If f is the limit of
measurable functions then f is also measurable.

Let f be measurable. It is left to construct a converging sequence of simple functions that
converges to f. wlog let f(s) > 0 for all s, then by the Archimedean principle there exists a
non-negative integer m such that

m—+1
n

< f(s) <

s[3

Let f,(s) = m/n, since n is fixed and m € N U {0} it follows that f, can take at most
countably many values, hence it is simple. f,, is also measurable since:

*

() = (e sl s = {sesife < L= {se sl <™

For m* chosen by the Archimedean principle. Note that the last set is f~! ((—oo, m;“))
which is measurable by assumption. Then f, is measurable for all n.

12



Finally note that f,, — f uniformly since:

[fn(s) = [ (s)] <

Other results will follow and are left stated without proof:

Proposition 2.6. Let f, g be measurable functions and o € R then:

i. [+ g is measurable.
1. of is measurable.
1. fg is measurable.

w. /5 is measurable provided that f (s) # 0.

Finally continuity of functions is used to strengthen the intuition around measurability.

Proposition 2.7. Let f,g be equivalent function defined on an interval E, that is they are
equal a.e. If f and g are continuous then they coincide.

Proof. Suppose not, then there exists x € E such that f (z) # g (x). Let e = |f (z) — g (z)],
since f and g are continuous there exists § such that for z° € Bs (2) it holds that | f (z) — f (2)
¢ and |g(z) — g (:L‘/)| < £. Then for all z' € B; (z) it holds that f (z') # g ('), but Bs ()

2
has strictly positive measure, contradicting f and g being equivalent. O

<

Proposition 2.8. A function f equivalent to a measurable function g is measurable.

Proof. Since the functions are equivalent the sets {z|f (z) < ¢} and {z|g (x) < ¢} can differ
in at most by a set of measure zero. Then if the second set is measurable so is the first one
(taking into account the completion of the o-algebra). This proves measurability. O]

Corollary 2.4. A function f equivalent to a continuous function is measurable.
Proof. Immediate from continuous functions being measurable. m

This implies that if a function is continuos a.e. then it is measurable, again the behavior
of functions in sets of measure zero carries no consequence. It turns out that this corollary
can be strengthened. The result is powerful and is stated without a proof:

Theorem 2.2. (Luzin) Let f : [a,b] — R be a function. f is continuous if and only if for
all € > 0 there ezists a continuous function g such that p{x € [a,b] | f (z) # g (z)} <.

This theorem shows that for the case of functions of real variable and real value measur-
ability is equivalent to continuity, except on a set of arbitrarily small size. In other words
a measurable function can be made continuous by altering its values on a set of arbitrarily
small measure.

13



3 The Lebesgue integral

The Lebesgue integral is in at least two important ways a generalization of the Riemann
integral and it serves a crucial purpose of defining what it means to take the expected value
of a function with respect to a probability distribution. The first sense in which the Riemann
integral is generalized is that the Lebesgue integral is defined over measurable functions, a
space that is much richer than that of Riemann integrable functions, the second sense is
much more crucial: the Lebesgue integral is defined for functions with domain in arbitrary
sets, thus allowing to handle a more abstract and general class of functions.

Intuitively the Lebesgue integral is constructed in a similar way than the Riemann inte-
gral. To construct the latter one takes successively finer grids of the domain and evaluate the
function at certain points, constructing step functions, one above the function and one below,
then two sums are constructed and the value of the integral is defined as the (common) value
of the limit of those sums as the length of the grid’s spaces goes to zero.

The Lebesgue integral of a function f : S — R, is constructed by taking grids over
the range of the function {yi}?zl such that 0 = y; < ... < y,. Then one can define the
sets A; = {s € Sly; < f(s) < yi+1} and using the measure over S define A (4;) and the sum
> yiA (A4;). The Lebesgue integral is then the limit of this sum as the values y; are closer
together.

The introduction before of simple functions makes sense when defining the Lebesgue
integral. Its definition seems intuitive for this class of functions and Proposition 2.5 creates
a bridge between them and the more general class of measurable functions, thus allowing to
extend the Lebesgue integral to this broader family.

In what follows we restrict attention to non-negative, real valued functions.

Definition 3.1. (Lebesgue integral for simple functions) Let (S, A, 1) be a measure
space and f : S — R, a simple, y-measurable function that takes no more than countably
many values {y1,ys, ...}. The Lebesgue integral over the set A C S is defined as:

/A Py =Syt (An) (3.1)

where the sets A,, are defined as:
A, ={s € Alf (s) = yn}

Note that these sets can be empty if there is no element of s in A for which f takes a given
value. The Lebesgue integral is defined as long as the series in (3.1) is absolutely convergent.
Note that if f takes finitely many values and g is finite (or a probability measure) this
condition is satisfied.

An example is given by the constant function, f (s) =1 for all s € S, then:

/Af(S)du:/AdMZM(A)

It can be shown that the lebesgue integral satisfies some natural properties:

14



Proposition 3.1. Let f and g be non-negative, measurable, simple and integrable functions
on (S, A, i), a measure space, and ¢ > 0 a constant. Then:

i [ (f+9)(s)du= [, f(s)du+ [,9(s)du
i. [, (cf)(s)dp=c[,f(s)du
ii. If f is bounded |f (s)] < M a.c. then f is integrable and | [, f (s)dp| < Mp(A).

Proof. Kolmogorov and Fomin (2012, Sec. 29.1). O

Definition 3.2. (Lebesgue integral - Nonnegative functions) Let (S, A, 1) be a mea-
sure space. A measurable function f : S — R is said to be integrable on a set A if there
exists a sequence {f,} of integrable simple functions converging uniformly to f on A. The
Lebesgue integral is defined as:

[ 1 )dn=1im [ £, (s)d (3.2)

Note that this definition precludes the integral from being infinite, as shown in Kol-
mogorov and Fomin (2012, Sec. 29.1), the limit above exists provided that the functions
fn are integrable (recall that it was asked of the sum in (3.1) to be finite), moreover it is
independent of the choice of sequence approximating f, this sequence can be furthermore
be chosen to be strictly increasing (Stokey et al., 1989). Yet, the concept of the Lebesgue
integral can be easily generalized to allow for infinite values, the definition in Stokey et al.
(1989) allows for this.

What follows is a list of properties of the Lebesgue integral which should be familiar if
there is any knowledge of the behavior of Riemann integrals. They are not of particular
interest in this course.

Proposition 3.2. Properties of the Lebesque integral for non-negative measurable functions:
i [, (f+9)(s)du= fA du+ng dp

i [, (ef)(s)du=c [, f(s)du

iti. If g is measurable and integrable and f is bounded by g: |f (s)| < g (s) a.e., then f is
integrable and UA f(s) du‘ < [,9(s)dp.

~

(a) If f is bounded and measurable then it is integrable.
w. If f < g ae then [ f(s)du < [g(s)dpu.
v. If AC B with A,B € A then [, f(s)du < [5 [ (s)du

vi. Let A = UA,, where {A,} is a finite or countable sequence of disjoint sets. If f is
integrable on A then f is integrable on A,, for all n and:

[ﬁ@wzgéj@w

when the series on the right is absolutely convergent.
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Finally it is noted that a non-negative integrable function induces a measure on a space,
the following proposition makes this clear.

Proposition 3.3. Let f be a non-negative, integrable function, then X : A — R defined as:

A<A>=/Af<s>du

is a measure on (S, A).

Definition 3.3. (Lebesgue integral) Let (S,.A, 1) be a measure space. A measurable
function f : S — R is said to be integrable if the following two integrals are finite:

[ [ e

bg = df(s) i f(s)=0 L if f(s) >0
() {0 if f(s) <0 f7 ) {—f(s) if f(s) <0
The integral of f is defined as:

where:

[t@dn= [ au- [ 1) (3.3)

Recall that when (S, A, 1) is a probability space the function f is called a random variable,
the definitions above are then the definitions of the expected value of a random variable, this
expected value exists when f is integrable, we have seen that a sufficient condition for this is
to be bounded a.e. and the measure to be finite, this last condition is satisfied immediately
by probability measures.
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4 The Stieltjes integral [Optional]

The Lebesgue-Stieltjes integral is a type of integral specially useful in probability theory, be-
cause of the resemblance between the Stieltjes measures and probability measures. To intro-
duce the concept consider a real valued random variable that takes values on a closed interval
[a, b], this is for example the result of coin toss when catalogued as 0 or 1, the underlying prob-
ability space is formed by S = {H,T}, A={0,S,{H},{T}} and a probability measure on
A, a function p : A — [0,1] such that p ({H}),u({T}) >0, u(S)=p({H}) +pn({T}) =1
and (@) = 0. The random variable is then a function f :.S — R such that f(H) = 0 and
f(T) = 1. It seems natural to ask what is the probability that f (s) = 1, it is of course given
by p(T), in the same way can ask for the probability that f (s) < ¢ for any value ¢, the
function that answers that question is called the cumulative distribution function. In this
example we have:

0 ife<0
Fe)=Pr(f(s)<ec)=<(u(H) if0<c<l
1 ifl1<e¢

Since the measure p is non-negative it is clear that F' has to be a non-decreasing function, it
is also continuous from the left, moreover it is possible to recover p from knowledge of F"

W(H)=F(0)  p(T)=1-F(0)

The Stieltjes measure is a general way of looking at this last step. It treats the problem
of inducing a measure from a non-decreasing left continuous function. The application to
probability theory is apparent since we deal with the CDF of a random variable, and not
directly with its probability measure, as we saw before it is this latter object the one that
defines the expected value.

Now we turn to define formally the Stieltjes integral. Let F' : [a,b] — R be a non-
decreasing and left-continuous function. Let A be an algebra of all subintervals of [«, /)
(including open, closed and half-open intervals). Define a measure on A by:

m (o, f) = F(8) = F(a+0)
mlo, ] = F(B+0) - F(a)

m (e, f] = F(B+0) = F(a+0)
mla, ) = F(8) - F(a)

Now consider the Lebesgue extension of m, call it yur and the o-algebra of all ug-measurable,
call it Ap. Note that Ap contains all subintervals of [«, 5) and hence all the Borel sets of

[, ).

Definition 4.1. (Stieltjes measure) The measure ux described above is called the (Lebesgue-
)Stieltjes measure and F' its generating function.

This concept is easily extended to the whole real line. Some examples show the generality
of this type of measure:

Example 4.1. Let F' (x) = x, then the Stieltjes measure is nothing but the Lebesgue measure
on the real line, that is, the extension of the concept of length of an interval.
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Example 4.2. Let F' be a jump function with discontinuity points {z1,z,...} and corre-
sponding jumps {hy, h,...}. The measure is of course:

m({z,})=h,  m{z,22,...}=0

Then every subset of [«, 3) is up-measurable since their measure depends only on count-
able points. Any set A has measure given by:

pr(A) = ha

rnEA

This number exists by assumption. A Stieltjes measure generated by a jump function is
called a discrete measure. Note that all discrete random variables have CDF that are jump
functions.

Example 4.3. Let F' be an absolutely continuous non-decreasing function on [a, §). Abso-
lutely continuous functions have a finite derivative a.e. let this derivative be f = F'. Then
the Stieltjes measure pp is defined for all Lebesgue measurable sets and:

uF<A>=/Af<as>dx

clearly in this case pp ({x}) = 0 since {z} has Lebesgue measure 0.
The result follows from Lebesgue theorem:

Theorem 4.1. (Lebesgue) If F is absolutely continuous on [a,b] then the derivative F' is
integrable on [a,b] and:

Proof. Kolmogorov and Fomin (2012, Sec. 33, Thm. 6). O

Applying this theorem here we get:

B8
m(a,m:m[a,m=m<a,ﬁ]:m[a,5>=/ f (z) dz

Since f is non-negative and integrable wrt all Lebesgue-measurable subsets of [a, b] (B[mb])
we know by proposition (3.3) that

uF<A>=/Af<as>dx

is a measure on ([a, b, B[a,b}) that coincides with m, since the extension is unique we get that
(i is the Stieltjes measure we are looking for.

This type of measure is called absolutely continuous and is related to continuous random
variables.

Now we can define the integral with respect to a Stieltjes measure:
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Definition 4.2. (Lebesgue-Stieltjes integral) Let pr be Stieltjes measure with generating
function F', and let g be a pp-measurable function, then the integral is defined as:

[ s@ar@ = [ aterans

If up is discrete with F'(x) = > h(x,), then we have:

rn<x

/ g (@) dF (1) = 3" g () hn

If up is absolutely continuous then:

[s@ar@= [ 4w swa

As hinted above in probability Stieltjes measures arise naturally. Let £ be a random vari-
able and define F' (z) = Pr (£ < z), then as noted above F' is non-decreasing and continuous
from the left, moreover F'(—oo) = 0 and F'(c0) = 1. The Lebesgue-Stieltjes measure allows
us to define the expected value and variance of the random variable as:

Bld= [ war@)  vid- [ @-p@)tirm

[e.e] [e.e]

note that these definitions are valid for discrete and continuous random variables.
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5 Stochastic Processes

5.1 Definitions

The idea now is to study sequences of random variables. A stochastic process is similar to a
random variable, with the difference that it also depends on time. Adding the time dimension
adds notation, but it does not change any of the main ideas. For convenience we will first go
over the definition of a random variable.

Definition 5.1. (Random variable) Let (2,4, P) be a probability space and z : Q@ — R
a real valued function. x is a random variable if and only if x is measurable, that is, if and
only if 27! (B) € A for all B € B, where B is the Borel o-algebra on R. We further establish
the same notation:

1. An outcome is an element w € Q.
ii. An event is a measurable subset of Q2: A € A.
iii. The real number z (w) is a realization of the random variable.

iv. The probability measure for z is then: pu(B) = P (z7'(B)) = P ({w € Q|z (w) € B}),
for B € B.

v. The distribution function for f is: G (b) = p ((—o0,b]), for b € R.

Now we can work on adding the time dimension to the definition of a random variable.
In general time can be discrete or continuous, but in what follows we will assume that time is
continuous starting at 0 and going on forever, so t € [0,00). Intuitively a stochastic process
is formed by function z : [0, 00) X 2 — R that gives a realization for every outcome and time.
At every point in time the random variable takes a variable, the sequence of those values
forms the realization (path) of the stochastic process.

The question is on how to measure the possible outcomes of the random variable through
time. We need a way of determining where the random variable is at a certain point in
time, and where it has been, but that does not provide information about the value of future
realizations. This is achieved using a filtration.

Definition 5.2. (Filtration) Let A be a g-algebra. The set A = {A;|t > 0} is a filtration
if A, C Aand A, C A, for all t > 0 and s < t. A, is the set of events known at time ¢.

Now we can define a stochastic process as a function that is measurable in a filtered space.

Definition 5.3. (Stochastic Process) Let (2, A, P) be a filtered probability space with a
time index ¢t € R, and let B, be the Borel sets of R,. A stochastic process is a function
z : [0,00) x 2 — R that is measurable with respect to By x A (that is, x is jointly measurable
in (t,w)). Moreover:

i. Forallt € R} and w € Q, x (t,w) is measurable with respect to A;, where A, is in the
filtration A.
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ii. Forallt e Ry, x(t,-) : 2 — R is an ordinary random variable on the probability space
(Qa At7 Pt) .

iii. For all w € Q, z(-,w) : Ry — R is a Borel measurable function. This is called the
sample path of z.

5.2 Discrete time examples

It is not hard to come up with examples of discrete time stochastic processes. They are often
used to model the behavior of many stationary economic variables by means of ARMA (p,q)
representations, as well non-stationary variables usually related to random walks.

To fix ideas we start with the simple example of a (fair) coin toss. There are two possible
outcomes, so Q = {H, T}, when tossing the coin is always possible to know which outcome
occurred, and whether or not the coin was tossed, this gives: A= {{H},{T},0,Q}. Finally
the probability distribution P assigns values to sets in the o-algebra A:

PURN)=PUT)=5 PWO=0 P@)=1

Now we can define a random variable € :  — R as: ¢(H) =1 and €(T) = —1. eis a
random variable with respect to the probability space (€2, A, P). As will be the case almost
always we can dispense of the outcome space €2 for most applications and just refer to the
random variable and the probability distribution induced over its values. In this way we
have: e € {—1,1} with Pr(e =1) = Pr(e = —1) = 1/2.

Furthermore we can extend this example to define the stochastic process that comes up
from the repeated coin toss. In this case time is discrete and finite ¢ € {1,2,3} and at each
time a coin is tossed, then the random variable variable ¢; is defined as the value of € given
the outcome of the t** coin toss. The sequence {et}le is a stochastic process with respect to
the filtered probability space (€2, A, P), where:

Q={(H,H,H),(H,HT),(HTH),(HTT),(TH,H),(T,T,H),(T,H,T),(T,T,T)}

1
./4 = 29 P(W) == g \V/weg

The filtration is established taking into account that at each point in time only the outcome
of current and past tosses is known:

A ={0,Q,{(H,H,H),(H,H,T),(H,T,H), HT,T)},{(T,H,H),(T,T,H),(T,HT),(T,T,T)}}

A, ={0,2,{(H,H,H),(H,H,T)},{(T,H,H),(T,H,T)} ,{(H, T,H),(H,T, 7} ,{(T,T,H), (T, T,T)}}

Az = A

So, in the first g-algebra all outcomes for which the first toss comes up heads are indistin-
guishable from each other, in the second c-algebra one can distinguish between outcomes
that have the sequence {H,T} and {H, H}, but no information is given about the outcome
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of third toss. This same ideas apply if time goes on forever, so we can define our stochastic
process over t € N.

In the previous example the stochastic process obtained satisfies the property of being iid
(identically and independently distributed). The values of the stochastic process at each point
in time are independent from its previous values, and they all have the same probabilities of
occurring.

We now use our stochastic process {¢} to define a random walk. Random walks are
particularly useful to understand the behavior of continuous time stochastic processes. As
we will see the building block of most of them is the continuous time approximation of a
random walk.

Example 5.1. (Random Walk Process) Consider a stochastic process x. Denote by z;
the value of x at time ¢, and fix the initial value z(. z; is assumed to evolve according to:

Ty =Ti_1+ € fort>1

¢; is a random variable that can take two values {—1,1}, and its probability distribution is

independent of time, so that: Pr(e =1) = Pr(e, = —1) = 1.

Note that given the starting value xy the variable z; can only take on discrete values.

For instance, for 2o = 0 and t odd they are {—t,...,—1,0,1,...,t}, and for ¢ even they are
{—t,...,—=2,0,2,...,t}. These values tell you which paths of the process cam be known at
time t.

Finally, this process has no drift. Given an initial value xy the expected value of x;
for any t is xo (E [z = o), this follows from the expected value of each change being
E [LUt — l’t,ﬂ =F [Et] = 0.

This process can be generalized in many ways. The most useful one for our purposes is
to allow for drift, which can be done by changing the probabilities of the random variable ¢,
letting Pr (¢, = 1) = p and Pr (¢, = —1) = 1 — p achieves the desired result. If p > 1/2 the
process will have positive drift.

5.3 Brownian motion (Wiener processes)

A Brownian motion, or Weiner process, is a continuous time stochastic process (W (t)) that
satisfies three properties:

i. W () has continuous sample paths.
ii. W (t) has stationary independent increments.

iii. Increments of W (¢) over a finite interval of time are normally distributed with variance
that increases linearly in time.

The first property implies that a Brownian motion has no jumps, so as the time interval goes
to zero the change in the process must also go to zero. The second and third properties imply
that the change in W (¢) over some interval of length At must satisfy:

AWZEt\/At EtNN(O,].)
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which we write as dW = ¢,V/dt as At — 0. Note that this implies that:
E[dW]=FE[e)Vdt=0  V[dW]=E [¢]dt = dt

Moreover we assume that €, is serially uncorrelated, i.e., E [e;€5] = 0 for ¢t # s, so the values
of dW for any two different time intervals are independent.

Its easy to note the relation between the Brownian motion and the random walk processes.
In discrete time we had Az, = x; — ;1 = ¢,At, where At = 1. We will use this fact when
approximating Brownian motions using random walks as At — 0.

To see that this representation implies the third property consider a time interval that
starts at ¢ and ends at 7', and divide into n intervals of length At = 7/n. Then we have:

W(t+T)—W(t):iei\/Kt

What we want to show is that W (t+T) — W (t) ~ N (0,t). To prove this we can use the
Central Limit Theorem:

Theorem 5.1. (Central Limit Theorem) If {€1,¢a,¢5,...} are iid (but not necessarily

iei—n,u
normal) with Ele;] = p < oo and V' [¢;] = 0° < oo, then Z, = \/n'=—— — N (0,1) as

n — o0.

Note that ¢; already satisfies being iid and E'[¢;] = 0 and V [g] = 1, so Z, = /n)_€;.
=1
Then we can write:
W(t+T)—-W(t)=VTZ,

By the CLT this converges to a N (0,7") as n — oo.
A Brownian motion can be generalized to have drift ;1 and variance 0. This is done by
adjusting the way the increments of the stochastic process work:

dr = pdt + odW

In this case the increments are given by a non-stochastic component pdt, which indicates
that the process will drift by p per unit of time deterministically if there are no shocks, and
by a stochastic component odW, where o is scaling the variance of the increments of the
Weiner process W. This process satisfies:

E [dz] = pdt V [dx] = o?dt

5.3.1 Random walk approximation of a Brownian motion

As mentioned above we can use the similarities between the increments of a Brownian motion
and the increments of a random walk to approximate continuous time processes using discrete
time ones. This is important because of two reasons: it helps explain the mechanics of the
continuous time model, and it provides an algorithm for simulation in the computer.
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Our objective is to approximate the a Brownian motion with drift:
dr = pdt + odW

We will approximate with a discrete time process y whose increments are h with probability
p and —h with probability 1 — p. This gives:

ElAyl=ph—(1—-p)h=02p—1)h
VI[Ay] = E[(Ay)*] = (B[Ay])* = (1 - (2p - 1)°) 1*
In order to get the approximation we need to choose values for h, p and At so that:
pAt = (2p—1)h
o?At = 4p (1 — p) h?

Solving for p we get:
2
T
PP ot 2

(HE \/1 a (02+u2At)>

Y PP
2 Vo2 + At

ST

The roots of these equation are:

N —

p:

where the approximation follows if At is small enough relative to #*/,2, since we are taking
At close to zero this assumption is satisfied. We further choose only the “+” root since that
way p > 1/2 when pu > 0.
Now we can find a value for h:
o?At = 4p (1 — p) h?
1
=2 (14 VA (15 (14 VAR ) e
o o
AL = (1 + H\/At> (1 - ﬁ\/At) h2
o o
QA4 % 2
oc°At=(1—(=) At |h
o

o’ At ~ h?

oVAt=h

As before we can disregard the term (5)2 At as long as At is small enough relative to o*/u2.
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As an exercise can verify that the first equation also holds:

pAt = 2p—1)h
pAt = (2p — 1) oV AL

Rat=2p—1
g

1 p

3 (155 Va) =p

In order to simulate a Brownian motion with parameters (u, o) we can do as follows:

i. Set a At small relative to Z—z

ii. Set p= % (1 + £V At) and h = oV At.

iii. Simulate the increments of = by drawing realization of a random variable ¢, that takes
value h with probability p and —h with probability 1 — p.

5.4 Ito processes

Ito processes are the generalization of Brownian motions. Their drift and variance is allowed
to depend on the level of the process and the time:

de = p(x,t)dt + o (z,t)dW (5.1)

where the functions g and o give the value of the mean and standard deviations of the
increments of the process x:

iz, t) = lim %E[x(tJrA)—x(t) 2 (t) = 2]

A—0t

(0 (.))° = Tim %E (@t + A) — 2 ()% (t) = ]

A—0t

For future reference note that an Ito process can also be represented as:

x(t):x(0)+/0 u(:c,s)ds—i—/o o (x,s)dW (s)

where the last term is a stochastic integral. Stochastic integrals play an important role in
the theory of stochastic processes, for now it suffices to state the following result.

Proposition 5.1. Let x (t) be an integrable function, then E [fotx (s)dW (s)| = 0.

This proposition states that the expected value of a stochastic integral is identically zero.
The derivation of the result, along with other properties can be found in Stokey (2009, Sec.
3.2).

Two Ito process are of particular importance. They are presented in the examples below.
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Example 5.2. (Geometric Brownian notion) A Geometric Brownian motion is an Ito
process with p (z,t) = ux and o (z,t) = ox, so:

dr = pxdt + cxdW

A geometric Brownian motion can be thought of as a Brownian motion where the properties
apply to percentage increments instead of increments, note that:

dx
— = pdt + odW
T
So the percentage increment, 4t/ are normally distributed with mean pAt and variance
2
- At.

Example 5.3. (Ornstein-Uhlenbeck process) Unlike the previous processes an OU pro-
cess is mean reverting, similar to an AR(1) process in discrete time. An OU process is an Ito
process with u (z,t) = u (T — ) and o (x,t) = 0. Note that if > T then the process drifts
down, and if x < T the process drifts up.

dr = p (T — x)dt + odW

5.5 Jump processes - Poisson Processes

Jump processes are a type of stochastic process that has discontinuous paths. Jump process
change by discrete amounts when a certain outcome occurs. The most important Jump
process is the Poisson process, which is just a jump process such that the time of the jumps
follows a Poisson distribution. To define it let A be the mean arrival rate of a jump and u
the size of the change of the process (usually u = 1, but in general u can be itself a random
variable). Then for some process ¢ we have:

do — 0 with prob. 1 — Adt
1= u  with prob. \dt

We can now define a more general process that depends on the Jump process g:
de = f(z,t)dt + g (x,t)dq (5.2)

where absent a jump x evolves deterministically according to the function f, and when there
is a jump it moves according to function g. Note that:

Eldz] = f (z,t)dt + \E,, [g (x,t) u] dt
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Part 11
Stochastic Calculus

This part of the course develops the mathematical tools necessary to study how random
variables affect optimization problems. The most important result is Ito’s Lemma, which
defines the way in which we can take derivatives of functions that depend on diffusions.
Then we can apply Ito’s Lemma to problems of dynamic optimization, with special attention
to stopping time problems. Finally we apply it to the characterization of the distribution of
a random variable. This is done by means of the Kolmogorov forward equation.

All these sections follow closely Dixit and Pindyck (1994), with some portions adapted
from Stokey (2009).
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6 Ito’s Lemma

We are often concerned with the behavior of functions of stochastic processes, in particular
the differentials of those functions. The number one example at hand is to know how the
value of an asset (or an option) evolves over time. Ito’s Lemma gives a way to compute those
differentials. This relates the functions we are interested in to the stochastic differential
equation that governs the underlying stochastic process.

Consider a function F'(x,t) that depends on a stochastic process z. x is assumed to be

an Ito process following:
de = p(x,t)dt + o (z,t)dW (6.1)

Normal calculus rules would give the differential of F' as:

oF oF
dF = —dz + —dt
ar " + ot
Although not always clear, one of the reasons for expressing the differential without resorting
to higher order terms is that those terms depend on dt?, dt*.... As dt — 0 all higher order
terms go to zero faster, and are hence ignored. But stochastic process add a new factor
since their components depend of time through v/dt, so square terms like (dx)2 must also be
considered.
A second order Taylor expansion of F' gives:
oF oF 1 (82F

dF:%dx—f—Wdt"rﬁ W

(dx)® + 8075 (dt)® + %—5 (dx) (dt))

As shown in Qksendal (2003, Sec. 4.1) dWdt = dt* = 0, they can be safely ignored since
they depend on terms of order higher than dt. That leaves us with:

dF = ——dx + ——dt + = —— (dx)? (6.2)
From the definition of our Ito process we get:
(do)? = (u* (z,t) (dt)? + 2 (2, 8) 0 (2, 1) dEdW + o2 (w,t) (AW)?)
= 0% (2,t) (dW)?

We can again drop the terms involving (dt)* and (dtdW), and also show that (dW)* = dt
(recall that £ [(dW)Z} = dt). The proof is not hard and can be found in Oksendal (2003,
Sec. 4.1). Replacing:

oF oF 10°F ,
aF = (%dm + Edt) e (@ hd)
OF OF 1, 82 F OF
aF = (_8t Tulnt) gy e @) a_) dt+o (@) FydW (63)

This derivation (Ito’s Formula) means that y = F (x,t) is itself an Ito process with
py (z,t) = (Fy + p(z,t) Fy + 0% (2,t) Fyy) and o, (2,t) = o (2,t) F, as parameters. Unsur-
prisingly, the expected value of y is p, (x,t) and its variance is o, (x, ) dt.
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6.1 Application to geometric brownian motion

We can use Ito’s Lemma to obtain the properties of different stochastic processes. For instance
the Geometric Brownian motion can be shown to be the exponential of a standard brownian
motion, or equivalently it can be shown that the logarithm of a geometric brownian motion
is a brownian motion.

Let = be a geometric brownian motion satisfying:

dr = pxdt + oxdW

and y = Inz. By Ito’s Lemma:

1 1 —1 1
dy = (,u:v s + —o?2?- (—)) dt +ox - EdW

22
L,
={n—30 dt + odW
thus y is a brownian motion with parameters p, = p — %02 and o, = 0. Note that the drift
of y is lower than the drift of x, since the logarithm is a concave function Jensen’s inequality

implies that the expected value of the log is lower.
We can also obtain the expected value of z by noting that:

x(t):w(0)+/0 ux(s)ds—l—/o ox (s)dW (s)

taking expectations gives:

Elx(t)] =z (0) + /0 pE [z (s)]ds

recalling that the third term is a stochastic integral, and hence has expected value equal to
zero. From this equation we can derive a first order differential equation for the expected
value of z:

dE [x] = pFE [z] dx
The solution for this equation, given the boundary condition E [z (0)] = z (0) is:
Elz] = (0) e

Finding the variance (and other moments) works in the same way. For the variance we want
to obtain an expression for z2, so first consider the function f (z) = x*. By Ito’s Lemma we
get:

df = (2ua® + o%2?) dt + 202*dW
t t
v? = f(x) =25+ (2u+0’2)/ xz(s)d8+2a/ x* (s) dW (s)
0 0

We can now take expectations to obtain:
t
E[2*] = zf+ (2u+0?) / E [2*(s)] ds
0
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which leads to a differential equation for E [2?]:

the variance is then:

Some applications are shown below:

Example 6.1. Consider an asset that gives flow payoffs x that evolve according to a geo-
metric brownian motion
dr = pxdt + ocxdW

we can compute the expected discounted value of holding that asset easily using the results

above:
E [ / e (1) dt] - / P E [ (1) dt = / 2 (0) e~ migy — 0
0 0 0 p—H

Example 6.2. Now consider an agent that receives flow consumption of z, which evolves
. . . : e 1-6

again as a geometric brownian motion. The agent’s utility is CRRA, so that u (z) = 2

We want to know the expected present value of utility.

E { / e P (z (t))dt} = / e P'E [u(x ()] dt

To know it we need to compute E [u (z (¢))]. From Ito’s Lemma we have:

1
du = (/m: sl 4 5021’2 : (—991:91)) dt + oz -~ 0dW
10

1—-6

4 ) x1—9
du=(1-0) p=50 1_9dt—|—(1—9)0

du=(1-0) (u — 202> udt + (1 — 0) cudW

Thus, u is itself a geometric brownian motion (actually if z is a brownian motion z* is a

geometric brownian motion). Using our previous results we have:
Efu] = u(a (0)) -5

So we have:

oy (s _ P T (x _ (l' (O))l—g
E{/e ((t))dt] / Elele Ot = 4 == 0) (i = 20%)
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6.2 Poisson Processes

Similar, and simpler, results can be obtained if = follows a Poisson process:
dr = f(z,t)dt + g (x,t)dq

and we have a function H (z,t) that depends on x. Unlike the Ito Process the Poisson
process does not depend on V/dt, so higher order terms in the Taylor expansion can be
ignored altogether to get:

dH = H,dt + H,dx
= (He+ [ (2,t) Hy) dt + g (x,t) Hodg

The expected value of this change must take into account the probability of a jump in ¢
(given by Adt), so we have:

E[dH] = (H; + f (x,t) H,) dt + AE, [H (v 4+ ug (z,t) ,t) — H (z,t)] dt (6.4)

it follows, by using the identity function that E [dx] = f (x,t) dt + AE, [ug (z,t)] dt.
We can apply this result to a couple examples taken from Dixit and Pindyck (1994):

Example 6.3. Consider an individual that lives forever and receives a wage w (t) at each
point in time. The wage increases by ¢ at random times, following a Poisson process with
arrival rate A, so:

dw = edq

The individual wants to know the expected discounted value of taking the job we need to
compute:

V(w)=FE [ /O h e "w (t) dt}

The function V' (a value function) has a recursive representation, this is easier to see in the
discrete time approximation. Consider a period of length At, then:

= w(t) At + EV (w(t+ At))]

Viw(®) 14 pAt
(1+pAt)V (w (t)) = (1 + pAt)w (t) At + E[V (w (t + At))]
p (A V (w(t)) = (1+ pAt)w (t) At + E [V (w (t + At)) — V (w (t))]
pV (w(t)) = (1 + pAt)w (t) + %t\/]
Taking the limit as At — 0 we get:
B EdV]

Staying in the job works just like an asset, with a normal return at rate p being equal to the
sum of the dividend (in this case given by the wage) and the expected capital gains (from

changes in the wage). In the expression above E[;tv] = limay0 5 B [AV]
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We can apply the formula from above:
EdH] = (H, + f (2,) H,) dt + \E, [H (z +ug (z,) 1) — H (x,1) dt
where H =V, z =w, f(z,t) =0 and g (x,t) = ¢ and u = 1 with certainty:

EdV] = AV (w+¢) — V (w)) dt

= Ae (/ e_ptdt) dt
0

A
= Zat
p

This leaves us with an explicit solution for V:

w A€
p P

V' is equal to an asset that pays the current wage forever plus the capitalized value of the

average raise in wages per unit of time.

Example 6.4. Consider now a firm that produces using capital. As long as capital is
operational a flow profit of 7 is obtained, but capital becomes obsolete when new technologies
arrive. These innovations occur at random times following a Poisson process with arrival rate
A. Once the innovation arrives and the capital becomes obsolete the firm goes out of business
forever.

The value of the firm follows a process:

dV = —Vdq
The return can be found as before:

1
V=r+—E[dV
pV=mt [dV]

To find E [dV] we can again use our formula with H =V, the identity function:

EdV] = —=\Vdt
replacing we get:
pV =1 =V
7
Cpt+A

Note that this is equivalent to solving:

V = /OO e~ (PNt
0
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This should not be a surprise. Consider the case where there are no shocks and the firm can
operate forever with certainty. Then V is:

V= / e Prdt = =
0 P

Now the firm shuts down with a certain probability, given by the arrival of the Poisson shock.
Then:

V=F [/ e_ptﬂdt} = / Pr [No shock until time ] e 7 dt
0 0
The probability of there being no shocks is known:
Pr [No shock until time ¢] = e~

Replacing gives the desired result.
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7 Dynamic Programming

In dynamic programming we aim to develop tools for solving problems that involve actions
through time, that in turn affect the total value obtained by the agent takin the decisions.
The key of dynamic programming is that it focuses on the current decision being taken and
its effect on the continuation value for the agent, rather than try to solve for the whole
sequence of actions at once.

7.1 Discrete time overview
Dynamic Programming

To build up to the concepts of dynamic programming in continuous time we will first consider
a simple discrete time problem of a firm that must invest a fixed amount I to set up the
operation of the firm. Once the firm is operational the firm produces one unit of good every
period.The current price of the good is known and given by py, in the second period the price
can go up or down:

) (A 4wu)py with prob. ¢
h (1—=d)py with prob. 1 —gq

After that the price is constant. Hence, the firm’s decision is whether to invest in the first
period, in the second, or not to invest at all. It makes no sense to wait any longer since
no new information will arrive after the initial change in price. The firm discounts future
payments with an interest rate r.

We can solve the problem by tracing the decisions that the firm can take. In the second
period, once the price is known and assuming that the firm is not yet in operation, the firm
can either invest or not. If the firm does not invest it gets zero payoff, if it invests it gets:

- 147
+
1—|—r ( Zl+r T b

Fy(p1) =p1 +

The payoff of the firm is then:

Vi (p1) = max {F} (p1) — 0,0}

Knowing this is relevant because if the firm does not invest in the first period it can always
do so later, so V; constitutes the continuation payoff of the firm. The payoff to the firm if it
does not invest in the first period is then:

1

—F [Vl (pl)] =

e —— (Vi (L u)po) + (1= q) Vi (1 = d) o)

14r
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If the firm invests in the first period the payoff is:

1

Fo (po) = po + 1—+7‘E [F1 (p1)]

=po+ (¢Fy (1 +u)po) + (1 =) Fi (1 = d) po))

147

1—
=po+ (g(l—i-u)po—f—Tq(l—d)po)
1
:;(1+7’+q(u+d)—d)pg

So, the value of the firm is:

Vo ) = wx { o ) — 1, - B Vi 0]

In this example we already see the basics of dynamics programming, splitting the problem
into the decision at hand (invest or not invest) and the continuation value that they entail.
The example also highlights one of the recurring topics of the course: option value. The
firm has an option that allows it to invest any of the two dates. Waiting in this problem has
value, since investing in the future also means to invest with better information. In fact we
can compute the value of this option (to wait) by comparing the value that the firm would
have if it was forced to take a decision in the first period:

Qo (po) = max {Fy (po) — 1,0}

with the value that includes the possibility of action in the second period:

Vo (po) - Q (po)

We can now extend this simple model to allow for action in many periods (more than
two). Consider a firm that operates for T' < oo periods. In each period the firm will choose
the value of a control variable u that affects (potentially) the per-period payoffs of the firm,
namely the profits, and the evolution of a random variable x. x is assumed to follow a Markov
process so that the CDF of x4 is ®; (2441|%s, u;). The random variable x is also allowed to
affect payoffs, so per-period payoffs are: m (u, ;).

The firm discounts the future at rate #p and receives a final payoff pf Qr (z7) in the last
period. The objective is:

Vo (xo) = max E

T—1
{ut}tzo

Ti (ﬁ)tﬂ (ug, 2¢) + (Flp)TQT (a:T)] (7.1)

t=

dynamic programming allows us to write the problem recursively. In the last period we have:

1
Vir_y (zp—1) = max 7 (up_1, x7-1) + (1—) E[Qr (x7) |xr-1, ur_1] (7.2)
ur_1 + P

35



For all other periods we can use the notion of continuation payoffs to obtain:

1

Viten) = mxr (w0 + (1 ) E Vit (o) o 7

The problem can then be solved by backwards induction, choosing contingent plans for w; (z;)
one period at a time, instead of tackling the more complicated problem of choosing the whole
sequence of {u;}.

When time is not finite, there is no terminal date, and we cannot use backwards induction
to solve the problem. In this case the value of the firm itself is also independent of time,
since each period is just like the next. We then have:

1+p

Vix) = max m (u, ) + (L) E [V (x/> \:L’,u] (7.4)

the problem is now to find a function V' that satisfies the equation above. The details behind
the solution to this problem can be found in Stokey et al. (1989).

This setup is very versatile and can be applied to firm problems as the one above, but it
is also at the core of modern macroeconomic theory. The following examples make this point
in a non-stochastic version of the model.

Example 7.1. Consider an economy in which the representative consumer lives forever.
There is a good in each period that can be consumed or saved as capital as well as labor.
The consumer’s utility function is

V (ko) =) _B'loge
t=0

Here 0 < B < 1. The consumer is endowed with 1 unit of labor in each period and with &
units of capital in period 0. Capital fully depreciates each period. Feasible allocations satisfy

co + kesr < OKT®

Here 6 > 0 and 0 < o < 1. We can formulate the problem of maximizing the representative
consumer’s utility subject to feasibility conditions as a dynamic programming problem. The
appropriate Bellman’s equation is:

V (k) = max {log ¢ + BV (K)}

st. c+ K <0k
c, k' >0
0<i<1

To solve it we guess that the value function has the form ag + a;logk and solve for the
decisions of the consumer. The constraint will hold with equality because the utility function
is strictly increasing in consumption, also production increases with labor and there is no
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disutility of it, hence there is a corner solution for labor indicating [ = 1, so with the guess
the problem becomes

ap+arlogk = max log (Hk”ll_a — k’) + B (ag + a1 log k')
k' €[0,0kx11—]

Then the FOC is
1 Bay

Qla]l—a _ L/ - L!

solving for £’/
K = Ba; (9/{:%17& — k;’)
_ Bay (Ok1 )
N 1+ Bal
Then plugging this back into the value function you get

_ apioa _ Bar (Bk°1°) Bay (9kT)
a0+a110gk—log<9k:l 1+ Ba, + B | ag + a; log 1+ Bay

Collection terms with k you get

ailogk = alog k + Baalog k

a; (logk — palogk) = alogk
o«
11— B

aq

which means the policy function is
W Bt (Ok°1)
1+ ﬁlfaﬁa
=1
c =0k — Balk1

= Babko—®

Optimal Stopping Time

There is another type of problem that deserves special treatment. Optimal stopping time
problems are at the core of the continuous time applications in the rest of the course. In these
problems the agent faces a binary choice (instead of a continuous choice as in the example
above), they resemble the example of the firm at the beginning of the Section where the firm
has to choose whether or not to invest. This problems are characterized by the inaction of
the agent, since the agent usually acts just once, and most of the time the optimal choice is
to do nothing. To characterize these problems let € (x) be the termination payoff received
once the action is taken (and time is stopped). It depends on the value of state x. The
Bellman equation is now:

V (2) = max {Q (&) max (u, ) + (L) (v («') . } (7.5)

1+p
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We can now define a stopping time as a random variable that signals the decision to stop
and take the termination payoff 2 (z). So:

T = {m (@) 2 max (u,2) + (ﬁ) 2lv(s) |m}} (7.6)

In general T™* can take many forms, but in most (if not all) of the relevant economic appli-
cations it will take the form: T* = [Z,00), T* = (—o00,z] or T* = (—o0,z] U [T,00). As
an example we apply these ideas to the problem of search and unemployment, the McCall
search model.

Example 7.2. Consider the following infinite horizon model. An agent searches for a job.
Each period the agent receives a wage offer from a distribution F' (w) with bounded support
W = [O,W]. If accepted the agent will remain employed at that wage forever. If rejected
the worker receives unemployment benefits b. Wage offers are iid over time. The worker
preferences are Y f'c;. Assume no borrowing or lending.

We first set up the workers decision as a dynamic programming problem:

B,y W
Vv (w)_—l—b’

VY = b+f3/max{vE (@), VY}dF ()

The decision of a worker when facing a wage offer w is to accept it or reject it, the worker
will accept if VE (w) > V* and reject otherwise. Then the value of the worker is:

V (w) = max [V7 (w), VY]

V (w) = max [%,b—l—ﬁ/‘/(w) dF(tD)}
Now we need to show that the decision to take action (accept a job offer) is given by T* =

[w, 00), where W is the reservation wage. To show this note that V'V is independent of the
wage and that V¥ is increasing in wages. The reservation wage satisfies:

v _b+ﬁ/V(w)dF(zD)
1-p
This implies that V is constant for w < w, since the offers are rejected, and it is equal to V¥

for w > w:
fw <
V(w):{ if w<w

H
‘s | ‘s\
=

fw>w

T
@
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It is left to find w. To do this we should first solve for VV:

_b+5/max{vE ), VU}dF (0

W — W ~

Note that the agent knows she is guaranteed to have w forever, finding a job just adds to the
value with the wage in excess of w.
Turning back to determining w we can replace VY to get:

1—B/ )

This equation is guaranteed to have a solution for w € [c,m. The LHS is increasing in w,
while the RHS is decreasing in w.

7.2 Continuous time dynamic programming

We can now turn to develop a general framework to solve dynamic problems in continuous
time. To start consider the problem developed in the previous section with periods of length
At. The agent receives a payoff 7 (u,z) At every period (where 7 is the payoff flow), and
discounts the future at a rate p per unit of time, so the effective discount rate for the period
of length At is: 1_;[)&. This leads to the following Bellman-type equation

V (z) = max 7 (u,x) At + (1 +1pAt) E [V <x/> |z, u} (7.7)

u
Rearranging we get:

E [(V (x/) -V (x)) \:U,u]

pV (x) = max (14 pAt) 7 (u,z) + A7 (7.8)
Taking the limit as At — 0 we get our continuous time Bellman equation:
pV (@) = maxr (u,) + %E AV (2) |, ] (7.9)
where EaV] .
i - A ARV
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Equation (7.9) works just like a non-arbitrage condition. We can thing of the agent as
holding an asset with value V. The LHS gives the normal rate of return per unit time that
the agent requires to hold the asset, given the discount rate p. The RHS gives the effective
payoff of the asset, composed by the immediate flow payoff 7, and the expected capital gains
(brought up by changes in the value of the asset).

We can further characterize the problem given knowledge of the stochastic process that
x follows. This will allow us to evaluate the expectation in (7.9). If x follows an Ito process,
as in equation (5.1), then Ito’s Lemma gives the following result:

dv = <u (z,t) V' + %02 (2,1) v”) dt + o (z,t) V' dW
’ 1 1"
E[dV] = (,u (x, 1)V + 502 (x, 1)V ) dt

Replacing we get the Hamilton-Jacobi-Bellman equation:

1"

/ 1
pV (z) = maxm (u,x) + p(z,t) V (z) + 502 (x, )V (x) (7.10)
We can take FOC with respect to u and then get a differential equation for V' that we can
solve.
If x follows a Poisson process, like the one in equation (5.2), we can obtain a similar
result. From equation (6.4) we can compute F [dV]:

E[dV] = (f (2, 1)V’ (x)) dt + AE, [V (z +ug (z,)) — V ()] dt

Optimal Stopping Time and the Smooth Pasting Condition

We now go back to the stopping time problem reviewed in Section 7.1. Consider then the
problem of an agent that is engaged in some activity (say running a firm). The agent gets
a flow payoff of 7 (x) if she continues with the activity, and €2 (z,t) if she quits the activity
(stops). The value of the agent is:

V (z,t) :maX{Q(x,t),w(m)At—i- Y

EV (x+dx,t+At)]} (7.11)
where x follows a diffusion process and in equation (5.1). We assume that €2 is continuous
and weakly increasing in z.

In order to solve the problem we need to find regions of x where it is best for the agent
to continue and those for which it is best to stop. If z is in the continuation region then:

1 /
B[V ()]
1+ pAt v
From above we know that this implies that for z in the continuation region we have (by
applying Ito’s lemma):

Vi(z)=m(x) At +

oV (@) = 7 (2) + Vi (2,8) + 1 (2, 6) Vi (2,1) + %UQ (2,1) Vi (2, 1)
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For simplicity we assume now that the continuation region has the form x > x* (¢). It is only
for © > 2* (t) that the equation above holds. In order to solve it we need to impose certain
boundary conditions.

By assumption we know that V (z) = Q (x,t) for & < 2* (t), then, by continuity we can
impose that:

V(@™ (t),t) = Q" (1), 1)

this is called “value-matching”. Note that continuity at x* is actually necessary for a solution.
Suppose for a contradiction that it is optimal to stop for z < a* (¢), but that V (z* (¢),1t) <
Q(z* (t),t), since V has to be continuous in the domain x > z* (t) (because it is the solution
to a differential equation), and € is continuous by definition, then it holds that for x to
the right of x* (), but sufficiently close to x* () it also holds that V (z,t) < § (z,t), which
contradicts x > z* (t) being the continuation region. A similar argument applies for the other
inequality.

But this condition is not sufficient to solve the problem, since the value of z* (¢) is still
unknown. The condition that allows us to solve the problem (of jointly finding V' and z*)
is to impose further smoothness to our value function, it must not only be continuous, but
continuously differentiable. This condition is called “smooth pasting” and it requires the first
derivative of the value function to be continuous, that is:

The reason behind the smooth pasting condition is not at all evident. I will illustrate it
below, but I recommend checking Appendix C of Chapter 4 in Dixit and Pindyck (1994), or
Stokey (2009, Prop 6.4 pg 124).

To see why the smooth pasting condition arise consider the following case built for a
contradiction: the value matching condition holds, but the smooth pasting condition fails,
hence V' and 2 must meet at a kink. There are two options:

i. There is an upward kink (forming a concave function). If this is the case then, by
continuity, 2 would be higher than F' for some value x > x*. Contradicting that the
continuation region starts at x*.

ii. There is a downward kink (forming a convex function). If this is the case then z*
cannot be a point of indifference either. There is a better strategy, namely continuing
for some time At and then choosing what to do. This strategy give higher (expected)
payoff.

To see this recall the random walk formulation of the brownian motion, in a time lapse
At x can either go up by h with probability p or down by —h with probability 1 — p,

where: .
h=oVAl  p=; (1 + H\/At>
o

Then the agent can continue if the step is upward and stop if it is downward. The
expected payoff of this strategy is:

V(a* (t),1) = 7 (a* (), 1) At+ PV (2% (t) + h,t + A + (1 — p) Q (a* () — h,t + At)]

1+ pAt
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We can take a Taylor expansion around (z* (¢) , t) to approximate the value of V' (z* (t) + h, t + At)
and Q (z* (t) — h,t + At):

Vier(t)+ht+At) =V (2" (t),t)+ Vo (2" (t),t) h+ V(2 (1) ,t) At
Q(z* () — hyt + At) = Q (2% (1), 1) — Qo (2™ (8) ,8) h + Qq (2" () , 1) At

Replacing gives:

Vi(z*(t),t) =7 (2" (t),t) At + (V (x*(t),t) + % (Ve (x* () ,t) — Qp (2* (2) ,8)) b+ (V; (2™ (

1+ pAt

where we use the value matching condition and the fact that ph = %a\/ﬂ and

pAt ~ $AL.

Note that what matters for evaluating the strategy is the continuation value, and that

At is of order h?, so the first two terms in the continuation value (V' (z* (t),¢) + 2h (V, (2* () , 1) — Q,
will dictate the behavior of the gain as At — 0 (or equivalently h — 0). These terms

are positive as long as V, (z* (¢),t) > Q, (2* (t),t), which is the case if there is a down-

ward kink.

Then there cannot be a downward kink, since it would contradict the optimality of the

strategy of stopping at z* ().

Example 7.3. Consider a firm that has flow revenues of e**, and that can be closed at any
time and sold for a value 2 > 0. The owner of the firm is risk neutral and discounts the
future at a rate p > 0. x; follows:

dz; = pdt + odW

The problem of the firm’s owner is then:

V (z) = max {Q " At + E[V (z+ dx)}}

1+ pAt

where continuation is optimal for x > z*. Note that the problem is independent of time.
As long as x is in the continuation region the value function satisfies the HJB equation:

1
pV (z) = €e* + uV, (z) + §U2VM (x)

This is a second order ordinary differential equation with constant coefficients. Then we
know that the solution has the form:

V(z) =V (2)+ AL H, (z) + AyHy ()

where V' is a particular solution to the differential equation, H; and H, are homogenous
solutions, and A;and A, are constants to be determined.
The particular solution is easy to obtain. We can solve for the value of never stopping:

VP (z)=E { /0 h eptemdtl
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We can solve this expectation using the results in example 6.1. We get:

X

N

we assume that p — (,u + %O'Q) > 0 in order to guarantee the existence of this solution.
The homogenous solutions are obtained from the homogenous equation:

1
pH (z) = pH, (z) + 502Hm (x)
by guessing that H (z) = €5 and replacing we get:
Ex Ex 1 262 Ex
pest = puéest + 3 e
1
0=—p+pé+ 50252

our guess is verified for ¢ a root of the equation above. There are two roots:

BVt 207 /207
02 B 02

§o = &2

note that & < 0 < 1 < &, this follows from p > 0 and the assumption p — (u + %02) > 0.

Joining we get the solution for our HJB equation:

Vi(x) = VT (2) + Aeb™ + Ayet?”

Now we must determine the values of A; and A;. To do so we first need to impose certain

conditions on our value function.
i. From optimality in exit it must be that: V (z) > Q.
ii. From feasibility it must be that: V (z) < V¥ (x) + Q.

ili. Value matching implies: V' (z*) = Q.

We will show that A; = 0. Suppose for a contradiction that A, > 0, then as x — oo we
have €%® — 0 (since & < 0), and €%2® — oo (since & > 0), since Ay > 0 this implies that V'
violates its upper bound. Now suppose for a contradiction that Ay < 0, as before ef1* — 0
and e%2% — oo, since & > 1 the last term will grow faster than the first one, thus violating

the lower bound (the value goes to —oc). Then it must be that A; = 0.

Then we can obtain A; from the value matching condition:

V(z*) = VF (2*) + A
(- VP (@) 8 = A,
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with this the solution is complete, given a value for x*. It is left to find such value, for that
we make use of the smooth pasting condition:

Ve(z*) =0
VP (2%) + A&t =0

1 x*
- e Je=o0
p—(n+30) ( ﬂ—(u+%0’2)>§1
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8 The Kolmogorov Forward Equation

The last section of this part of the course develops the Kolmogorov Forward Equation, which
describes the dynamics of the probability distribution of a random variable (given its initial
value). Moreover, it characterizes the stationary distribution of the variable if such distribu-
tion exists. This is of particular importance for models with heterogenous agents since the
distribution of the agents in the economy is obtained via the KFE.

Given some initial conditions xy and t; the objective is to characterize the probability
distribution function ¢ (z,t):

Pr(x; € [a,b]) :/ ¢ (u,t) du

In order to characterize ¢ we first need to impose a process for x, and then use the random
walk approximation. For simplicity:

dr = pdt + odW

In the random walk approximation the process varies in a period of length At by a magnitude
of h, it increases with probability p or decreases with probability 1 — p, where:

h = oVAt pz%(l—l—g\/A_t)

From time ¢ — At to time t the process can reach a value x either by growing from x — h
or by decreasing from x + h. Then the probability (or more intuitively the fraction of the
mass) at point x at time ¢ is given by:

o (xz,t) =pp(x—h,t —At)+ (1 —p)p(z+ h,t — At)

We can approximate the elements of the right hand side with a second order Taylor expansion:

B Op (x,t) | Op(x,t) 1 ,0% (x,1)
p(xEtht—At) = p(x,t)— At By +h B +2h 57

Note that terms of order higher than At are ignored. We can replace to get:

NNCEICA) (1_2p)(390(95t)) L Lo (@)

ot 2 Ox?
B Op (x,1) 330 O (x,1) 1, . 0% (z,t)
0=—-At g At< VAL +50 At 902
_ Op(x,1) 380(%5 1, 290( t)
0= ot M o * 27 T ox
which gives the KFE:
Op(z,t)  Op(z,t) 1 ,0%(z,1)
o Ox 27 T o2
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If x follows a more general diffusion process we can change the argument above to get:

dp(wt) _ dlp(@tp@t] 10%|o(x, t)° ¢ (2,1)]

ot ox 2 0x?

The KFE is specially useful for finding the stationary distribution of the process. In this
case the distribution does not depend on time so the KFE is:

Olp(wt)p(@)] 10" [0 (2,1) ¢ (2)]

0=- ox 2 0x?

This equation can be integrated once to get:

0 [0 (x,t)* ¢ (v)]
or

1= —2u(z,t)p(x)+

where ¢; is a constant of integration (to be determined later). Then we can use the integrating

factor:
z 2p(z,t) dz

s(x) = e ey

By multiplying both sides by the integrating factor we get:

0 [J (x, t)2 © (:L’)] >

7‘/‘95 2u(z,t) dz

o2(z,t) <—2,LL <I7 t) 2 (‘/E) +

s(x)ep=e

ox

The RHS can be rewritten noting that:

d

. [S (z) o® (z,t) @ (JU)] - % L_ I’ %(&UQ (z,t) o (@}
=T EE e @45 @) 4 [ w00 )
SR @) +5(0) 1 [ @) p 0]
()0 + () L [ (01) )]
Then we get: d
s(@)er=——[s (@) 0 (@) ¢ (2)]

Integrating again:
o [ syt e=sia) o @) o)

rearranging gives:

1 x
o (x) = s@) o2 (.0 (01/ S(y)dy+c2>
where [* f(€)d¢ = F (z), being F the antiderivative of f.
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Example 8.1. Dynamics and Barriers Consider a brownian motion with two reflecting
barriers T and z. The process behaves as dx = pdt + odW for x € (x,7), but is kept in those
bounds by force. In terms of the random walk representation that means that starting at
T — h the process stays at T — h with probability p, instead of taking a step up, and goes
down to T — 2h with probability 1 — p. Similarly for = + A.
The KFE applies for any point in the interior of the domain, so for x € (z,7) we have:
890 (xat) M@gp (.I',t) 10_282(10 (l‘,t)

ot 0x 2 0x?

Moreover, since we are interested in the stationary behavior of the process we know that the
distribution does not depend on time, which results in:

00 (@) 1 ,0%()

or better:

We can solve this equation:
p(r)=Ae""+ B

where v = i—’; and A and B are constants to be determined. To find them we can make use
of the boundary conditions implied by the barriers.

From the random walk approximation we can derive the following equation for the upper
bound:

@ (T —h)=pp(r—"h)+pp(z—2h)
(1=p)¢ (T —h) =pp(z—2h)

Using now a second order Taylor expansion around T — h:
! ]. "
(= p)p @) =p (0@~ hg' @1+ 3% 1)
! 1 "
(1=2p)p (T —h) = —phy (T —h) +p5h*¢ (T —h)
My Atp (T —h) = 1 <1 +Ey At) oV Aty (T —h) + ! (1 +Ey At) o? At (T — h)
o 2 o 4 o
2 / 1 "
Lo@—n=- (1 + va) o (@ —h)+ - (1 + va) VALY (T — h)
o o 2 o

taking At — 0 we get:

Bo@=¢ @)
v (@) = ¢ (T)
Replacing for the solution of ¢ we find that B = 0. Then A is found to guarantee that ¢
integrates to one. This results in:
yer

0(@) = 7
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Part III
Applications

Explain here this part of the course
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9 Real Options

Consider the problem of a firm that is thinking about investing in a new project. The payoff
that the project generates varies stochastically, but its cost is fixed. To be precise: the firm
can, at any point in time, pay a fixed cost I to invest on a project that will have a payoff
z (t). Firm’s investment opportunity is a perpetual call option, that is, the right but not the
obligation to buy a share of some asset at a pre-specified price.

The payoff is assumed to follow a geometric brownian motion, so that:

dr = pxdt + cxdW
The firm discounts the future at a rate p, so the problem of the firm is:
V (zg) = mj&}XE [(x (T) — 1) e |z (0) = xo]
To fix ideas we can first solve for the deterministic case. For this we set ¢ = 0, which
implies that x (T') = xpet, for some initial value xo. Then:
_ wl —pT

V (z0) max (zoe I)e

The following results follow:

i. If p <0 then the payoff x is decreasing (or constant), so it is better to invest immedi-
ately if xo > I, or never to invest if zo < I. This implies that:

V (x¢) = max {xy — 1,0}
ii. If 0 < p < p then x is growing, so the value of the firm (the value of holding the option
to invest) is positive, even if initially xy < I . Eventually x > I.
(a) The optimal time is given by:

0 (xoe“T — I) e T

ar
1 I
S
po(p—p)wo

1 I
T:max{—lnp—,()}
po (p—p)mo

(b) In some cases it is best to invest immediately. This happens if:

1 I

“m—" <o

ro (p =)o
oy

(p— ) wo

I
x*:p—§x0

p— K

Note that higher u increases the threshold value of xy. Thus inducing longer waits.

49



(c) Joining we get:
L
_pog =z Y\ L
V (z) = p—uI < oI ) if wo < p—
xo— 1 otw

iii. If p > p then the payoff grows faster than the firm discount of the future, which implies
that the firm wants to wait forever.

Now we can solve the stochastic version of the problem. It is no longer possible to find
T™ directly, but we can still find the threshold value x*. To do it we first define the HJB
equation, recall from equation (7.9) that:

pVdt = E[dV]

(noting that the instantaneous payoff before investing is zero). We can use Ito’s lemma to
expand the RHS:

"

;o1
pV = uzV + 5023:2‘/
There are three boundary conditions that must hold:
V(0)=0 V(g*)=a"—1 Vi(z¥)=1

The first one follows from 0 being an absorbing state (because of the properties of the
geometric brownian motion). The second one is value matching and the third one is smooth
pasting.

We guess that the solution is of the form:

V(z) = A2

for some A and  to be found later. This clearly solves the HJB equation. Replacing we can
solve for :

pV = pzV' + %0%21/"

pAx® = pupAx® + %azAﬁ (B—1)a°
p=uB+50°8(5 1)
0=—p+ (u — %02) B+ 30262

[ is then found from the roots of this equation:

PR S RN I ST S
1_2_02+ 2 o2 * ~
golom (LY .
T2 g2 2 o2 e s



Since there are two distinct roots the solution to the HJB equation is in general:
V(x) = Az + Ayx™

But in order for the first boundary condition to hold we need that A, = 0, since, with 8y < 0,
we could not evaluate the function otherwise. This leaves us with only one root, which we
denote 3, and one constant A that we find below.

Replacing on the value matching and smooth pasting conditions we get:

A =a-—1  BA@) =1
(x*)l—ﬁ

Solving for A = 5 and replacing on the first equation we get:
x* = fa* — BI
. BI
=
g—1

which also gives the value of A.

Note that in the optimal strategy the firm does not invest when z* is equal to I (when
the net present value of investing becomes positive), but instead there is wedge between the
cost of investing and the value of investing. The wedge is given because the firm has to be
compensated for giving up the option to wait and see if the value increases even further.

Comparative Statics [Optional]

The threshold value z* depends on the parameters of the model through 5. Although we
have an explicit solution for 3 in this case, that is not always the case. Nevertheless we can
use the quadratic equation that gives rise to 5 to run comparative statics.

Let @ be the quadratic equation, so that:

Q=-p+ (M - %02> B+ 50262

we want to know how 3 depends on o. Taking total differentials we get:

dQ 0Qdp  0Q
o opdo 90

where the derivatives are evaluated at the positive root g found above. This expression gives:

s _ ()

")
oB
Signing the numerator is easy, since % =ofB(6—1) > 0, we know it is positive since the

positive root 3 is higher than 1. Signing the denominator requires us to know the shape of
Q. It can be easily shown that @) is increasing at (:

0@_ 1, 20 2 1 2 ? p
aﬁ_“ 27 top=c 2 o2 +202>O




Then: a5
o <0

This means that higher variance (more uncertainty over the payoff of investing) reduces

[, which in turn increases % So the wedge between x* and [ increases with uncertainty,

in other words the firm will need a larger return on the investment in order to invest.
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10 Menu cost Stokey (2009, Ch. 7)

Consider a firm whose profit flow at any date ¢ depends on its relative price, that is: the
ratio of its own nominal price to an aggregate (industry-wide or economy-wide) price index,
where the latter is a geometric Brownian motion. Recall that if the price follows a GBM
then its log follows a brownian motion. It is then convenient to work with the prices in log
form. Let p(t) be the log of the firm’s nominal price and p (¢) the log of the aggregate price
index. Then:

dp = —pdt + odW,

The initial value for the firm’s (log) nominal price py is given. The firm can change its
nominal price at any time, but to do so it must pay a fixed adjustment cost ¢ > 0. This cost
is constant over time and measured in real terms. Because control entails a fixed cost, the
firm adjusts the price only occasionally and by discrete amounts.

The problem of the firm is to choose when to adjust the price, and by how much. One
can see this as a problem of choosing the (random) times at which to adjust the price, or of
choosing an inaction region, such that the price is adjusted when some condition is met.

Since the profit flow at any date depends only on the firm’s relative price, the problem
can be formulated in terms of that one state variable. Let:

z(t) =p(t) =D (1)

When the firm adjusts its price the variable z jumps. Part of the problem will be to find the
optimal value z* to which z is set when the firm decides to take action. Between adjustments
z evolves only with p, so we have (for any time at which there is no adjustment):

dz = pdt + odW

where dW = —dW,,.

The profit flow of the firm, 7 (z), is a stationary function of its relative price z, and profits
are discounted at a constant interest rate r. The following restrictions on m, r, ¢ and the
parameters u, o2 insure that the problem is well behaved:

i re,0?2>0

ii. 7 is continuous everywhere, strictly increasing on (—oo,0) and strictly decreasing on
(0, 00).

(a) The location of the peak of 7 at 0 is arbitrary.

We will assume that 7 takes the following form:

moe™* if 2 >0
m(z) = .
moe™ % if 2 <0

where n, <0 <7n_.

These assumptions imply that it is optimal to change the price if z gets too low or too
high. Then the inaction region is: (z, z).
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The HIB equation for z € (z, 2) is:

PV () =7 () V(&) 5o’ ()

The boundary conditions for V' are value matching and smooth pasting at z and z:

(2) =V (") —c
V(z) =V (") -
Vi(z)=0

(z2)=0

while z* is optimally found to maximize V. So it must satisfy:

!

V(z)=0
The solution to the HJB equation is, just as before:
V(2) = VP (2) + Are™ + Age®?

where V? is a particular solution and H (z) = €% is a solution to the homogeneous equation.
Finding the particular solution is not trivial. Stokey proposes the following solution:

W(z)=E [ /0 " i (2 (1) dt]

where T is the (random) time at which the price will be adjusted. W gives then the expected
discounted value of the profits until the next adjustment. This function is difficult to deal
with, since T' is not a real number, but instead a random variable. It is however possible
to exploit this to express W as an integral over values of z. This goes beyond what we are
covering, the details are available in Stokey (2009, Sec. 3.5). Critically it can be shown that:

Wiz) =W(z) =0

since there is no time until the next adjustment. It will occur in that instant.
This simplifies the value matching conditions to:

AreBZ2 4 Aye®Z =V (2*) — ¢
ApeS?  Ape® =V (2*) — ¢

Unfortunately we cannot further solve this problem.
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