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Part 1
Random Variables, Probability, and
Markov Processes

Consider an experiment that can have several (but finite) outcomes. For example trowing a
dice can turn out in getting any number from 1 to 6, or asking someone out can generate an
affirmative response, a negative one or perhaps a maybe, or no response at all. A probability
function is a function that assigns a value to each possible outcome while satisfying certain
rules.

Its clear that when the outcomes are finite, outcomes form a set S = {s;,..., sy}, a
probability is a list (7, . . ., 715) such that Pr (s;) = 7;:

(a) m; > 0foralli.

b) Sm=1.

It is natural to define other outcomes that are formed by unions of the former ones, like
getting an even number when trowing the dice (the union of getting a two a four and a
six) or getting a positive answer or a maybe when asking someone out. It is clear that the
probability of these new outcomes is defined by the sum of probabilities of the original
outcomes used to define them.

Formally we could say that for any set A C S we define Iy = {i|s; € A} and then a
function  : 25 — [0, 1] as:

H(A)=Pr(d) =) m;
icly
Furthermore we can define the expected value of a real valued function f : S — R as
Ef] =S u({s) £ (5).

This same discussion can be carried out if the possible outcomes are countably infinite,
but it is difficult to generalize it otherwise. The objective now is to study which properties
does this kind of function satisfy and how it is generalized to deal with cases where
outcomes are arbitrary. The key for this is to realize that a probability is a function that
maps sets into the interval [0,1], hence the study of functions that map sets into
non-negative numbers will provide the necessary theory, these functions are called
measures, for obvious reasons.

The following sections draw on the short exposition of measure theory contained
in Chapter 7 of Stokey, Lucas, and Prescott (1989) and complements it with portions of
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Kolmogorov and Fomin (2012) (chapters 7 to 10). Both these references are introductory
although they present all the relevant results. All the material is also covered in a more
advanced manner in Kolmogorov and Fomin (1999).

The aim of the course is not to dwell in the mathematical details of the theory but rather
present the most useful results for applications in economic theory, because of this many
of the proofs will be omitted only including those that are either instructive of the way the
theory is developed. Kolmogorov and Fomin (2012) is a good source for detailed (and easy
to understand) proofs.

We end with a discussion of Markov processes, defined following Stokey, Lucas, and
Prescott (1989, Ch. 8). These processes are key for the stochastic dynamic problems that
we will study in the first part of the course



1. Measure

1.1. Measurable spaces (c-algebras)

Before we define a measure recall that a measure has for domain a collection of sets. For a
measure to have some desirable properties this collection of sets cannot be left unrestricted.
It turns out that the appropriate family of sets to be consider is that of o-algebra.

Definition 1.1. (o-algebra) Let S be a set and A C 25 a family of its subsets. A is a o-algebra
if and only if:

(a) 0,S e A.
(b) A € Aimplies A® = S\A € A. We say that A is closed under complement.
(c) Ape Aforn=1,...implies UA, € A. We say that A is closed under countable union.

(i) A isclosed under countable intersection because NA; = (UA%)C.

If A is only closed under finite union (or intersection) then A is an algebra.

A o-algebra imposes certain consistency to the family of sets under consideration. The
way to interpret it is that only subsets of the o-algebra can be known, hence measured.
Because of property (i) it is possible to know when none or all of the outcomes occurred.
Also if there is an outcome that occurred it must be possible to determine if it didn't.
Finally if it is possible to determine that some outcomes occurred individually it can also
be determined if at least one or all of them were realized.

It is instructive to consider two simple examples of o-algebras that arise from throwing
a 4 sided dice, then S = {1, 2, 3, 4}. One (trivial) o-algebra is:

A=1{0,s}
Another one is the o-algebra generated by the collection {{1}, {2}, {3}, {4}}, then:

=) UL 8L, R,3,4, {13,411, 2,4, {1, 2,34,
{1,2},{2,3},13,4},{1, 3}, {1, 4},{2,4},0,S

In this case A = 25, but this is not necessarily true, imagine that one can only determine if
an even number was thrown, then the outcomes are {{1, 3}, {2, 4}}, the o-algebra is:

A=1{{1,3},{2,41,0,S}
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When S has uncountably many elements this process cannot be exemplified as easily
but one can always define the c-algebra generated by a subset A C 25 as the intersection
of all o-algebras that contain A. Clearly the arbitrary intersection of o-algebras is again a
o-algebra.

Now that we have defined a o-algebra its possible to say what a measurable set and a
measurable space are:

Definition 1.2. (Measurable Space) A pair (S, A) where S is any set and A is a o-algebra is
called a measurable space. A set A € A is called A-measurable.

We say that A C S is measurable with respect to a o-algebra A if its elements are
identifiable, that is, if the outcomes represented in A can be told apart from other outcomes
given the information in A. For example the set A = {4} is not measurable in the last example
above, because its impossible to know if a 4 was the outcome of the throw.

A o-algebra of special importance is the Borel o-algebra.

Definition 1.3. (Borel o-algebra) Let S = R and A be the set of open and half open intervals.
The Borel algebra, noted by B, is the o-algebra generated by A. A set B € B is called a Borel
set.

The Borel algebra could have been defined equivalently with the closed and half closed
intervals (use complement). In general one can define the Borel algebra for any metric
space (S, p) as the smallest o-algebra containing all the open balls. In the case of the
Euclidean spaces it can also be generated with open rectangles.

What follows is to define the measure of a measurable set.



1.2. Measures
1.2.1. Measures in o-algebras

Given a measurable space (S,.A) a measure is nothing but a function 1 : A — R with certain
restrictions that guarantee its consistency:

Definition 1.4. (Measure) Let (S, A) be a measurable space. A measure is an extended
real-valued function p : A — R such that:

(@ n@=0
(b) u(A) >0forallA € A.

(c) pis countably additive. If {A,}72; is a countable, disjoint sequence in A, then:
w(UAR) =) 1(An)

If furthermore w (S) < oo then pis said to be a finite measure, and if 1 (S) = 1 then p is said
to be a probability measure.

Definition 1.5. (Measure Space) A triple (S, A, 1) where S is a set, A is a o-algebra of its
subsets and p is a measure on A is called a measure space. The triple is called a probability
space if p is a probability measure.

An important concept is that of almost everywhere and almost surely. These are
qualifiers for a given proposition that can be evaluated in sets of A.

Definition 1.6. (Almost Everywhere and Almost Surely) Let (S, A, i) be a measure space.
A proposition is said to hold almost everywhere (a.e.) or almost surely (a.s.) if there exists
a set A € A such that u (A) = 0 and the proposition holds in A€.

An example of the use of a.e. or a.s. is when treating functions that are similar to each
other. One can say that two functions are equivalent a.e. or that a function is continuous a.e.
Then the functions f and g satisfy f (x) = g (x) and A = {x|f (x) 7 f (¥)} satisfies p (A) = 0.
In measure theory the behavior of functions a.e. is all that matters, then we can treat
functions that have anomalies as long as those anomalies occur only in sets of measure
zero.

There are some properties of a measure that are useful to keep in mind, a crucial one
is used for Bayes law and the definition of conditional probability.



Proposition 1.1. Let (S, A, ) be a measure space and B € A a set. Define A : A — Roas
A(A) = w(A N B). Then A is a measure on (S, A). If in addition u(B) < oo then A defined as
A (A) = W(ANB)Yu(B) is a probability measure on (S, A).

Proof. First,if AyB € Athen AN B € A, this follows from a o-algebra being closed under countable
intersection, by letting A; = A and A, = B for n > 2 the result obtains. It is left to check the three
properties of a measure:

@ A@)=pn@nB)=p@=o0.
(b) A(A)=u(ANB)=0.

(c) Let{An};2; be a countable, disjoint sequence in A, then the sequence {A, N B};2; is also disjoint
and that:
A(UAR) = p((UAD) NB) = n(UAnNB) =Y p(AnNB) =) A(An)

(d) If u(B) < oo then all the previous results hold for A by dividing everything by u (B). Furthermore
A ) = H(SNB) _ w(B) _ 1.

wB)  w(B)

O
Another useful property is given by the following proposition, it reflects the intuitive
property of measures being 'increasing’:

Proposition 1.2. Let (S, A, 1) be a measure space and A, B € A sets. If A C B then 1 (A) < u(B),
if in addition W is finite then u (B\A) = u (B) — i (A).

Proof. Because A C B, there exits C=B\A = BN A¢suchthat AUC=Band AN C= (. Then

H(A) +u(C)=pn(B).

Moreover, 1 (A) < u(B) because p(C) > 0. If p is finite then all elements above are well defined
and: p(B\A) = u(B) - n(A).

O

The following property is widely used to establish properties of limits of functions, and

of the Lebesgue integral:

Proposition 1.3. Let (S, A, 1) be a measure space:
(@) If{An}is an increasing sequence in A, that is, if Ap C Ap4q for all n, then:

1 (UAp) = lim 1 (Ap)



(b) If{Bn}is an decreasing sequence in A, that is, if By O Bn4q for all n, then:

1 (NBp) = lim p (Bp)

Proof. Stokey, Lucas, and Prescott (1989, Sec. 7.2). Satisfying these two properties makes a measure
continuous.

O]

1.2.2. Measures in algebras and extensions [Optional]

So far we have defined a measure on an o-algebra, but a o-algebra is usually a large
collection of sets and defining a function on such a set while preserving the consistency
required for a measure is not an easy task. An alternative is given by defining measures on
algebras, which are smaller and less complicated collections of sets. It can be shown that
these measures preserve all the desirable properties of the more complicated spaces, and
also allow for an extension to o-algebras, once the measure is properly constructed.

We start by defining a measure on an algebra.

Definition 1.7. (Measure) Let (S, A) be a measurable space. A measure is an extended
real-valued function p : A — R such that:

(@) n@=0
(b) w(A) >0forallA € A.

(c) If {An};2, is a countable, disjoint sequence in A, and UA, € A, then:
w(UAR) =) 1(An)

If furthermore p (S) < oo then p is said to be a finite measure, and if 1 (S) = 1 then p is said
to be a probability measure.
Condition (iii) also includes finite union of disjoint sets as a special case.

Definition 1.8. (o-finite measure) Let S be a set, A an algebra of its subsets and p a measure
defined on A. If there is a countable sequence of sets in A, {A}, such that u(A,) < oo and
S = UA,, then pis o-finite

It is now possible to extend the notion of this measure to a o-algebra.
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Theorem 1.1. (Caratheodory extension theorem) Let S be a set, A an algebra of its subsets
and p a measure defined on A. Let A* be the smallest o-algebra containing A. There exists
a measure p* on A* such that u* (A) = u(A) for all A € A.

The problem of uniqueness is also solved.

Theorem 1.2. (Hahn extension theorem) Let S be a set, A an algebra of its subsets, p a
measure defined on A and A* the minimal o-algebra of A. If p is o-finite then the extension
u* is unique.

To see how these theorems and the extension of a measure are used consider defining
a measure on the Borel o-algebra. It seems logical to define the measure of an interval
A= (a,b)asu(A)=b-aif b > aand n(A) = 0 otherwise (because the interval would be
empty). Yet the Borel o-algebra contains sets beyond simple intervals, and the countable
union of intervals can give rise to weird sets. An answer to this problem is given by defining
a measure on the Borel algebra, formed by all types of intervals and their finite unions.
Defining a measure on this set seems straightforward:

@ un@=0

(b) 1((a,b)=n([a,b]) =n((ab])=u(lab)=b-a

() r((-00,00)) = 1 ((~00, b]) = 1 ([a, ) = o0

(d) w(U(an, bn)) =3 (bn - an) if the intervals are disjoint.

The function p can be verified to be a measure on the Borel algebra, and hence an extension
to the Borel o-algebra exists. If we restrict our attention to S = [a, b] and the intervals
contained in it we can define a o-finite measure, obtaining uniqueness of the extension.
This is how we can deal with complicated environments.

Once the measure is extended to the o-algebra all the results obtained above apply.

1.2.3. Completion of a measure [Optional]

One small detail is left to be checked. Sometimes thereisaset BC Ssuchthat BC A€ A
and u(A) =0, but if B ¢ A then its measure is undefined, while it should be clearly zero.
The completion of a o-algebra to include these type of ’harmless’ sets is what follows. As
before, including sets or behaviors of measure zero is of no consequence.

Definition 1.9. (Completion of a o-algebra) Let (S, A, 1) be a measure space. Define a
collection C as:
C={CCSZacan(d)=0 A CCA}

11



The completion of o-algebra A is:
/ !/ /
A = {B CS|B=(AUC)\Ca AchA A C,Coe e}

By letting C; = C = () we get A C A/, A includes all sets in 25 that differ from a setin A by
a set of measure 0.

Definition 1.10. (Completion of a measure) Let (S, A, 1) be a measure space and A the
completion of A. (B/> = u(B) for any B e A’ that differs from B € A by a set of measure
0.

The Caratheodory and Hahn extension theorems also apply for completions.
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2. Measurable functions

A measurable function is a type of function for which it is possible to know (to measure)
the conditions (the set) that originates certain outcomes. One can think of a function as
mapping certain events in a given measure space to outcomes in another measure space. A
function is measurable if the sets that induce a given outcome are measurable. Formally:

Definition 2.1. (Measurable function) Let (S, A, i) and <Sl s A s u’) be measure spaces and
f:8— S’ a function. f is measurable if and only if £~ (A,> c AforallA € A’

A special case of notable importance is that of (Sl s A s u’) = (R, B, A), where A is the
Lebesgue measure on the plane. This are real valued functions. In this case the
B-measurable sets in R can be characterized in the following way:

Theorem 2.1. Let (S, A, 1) be a measure space and f : S — R. f is u-measurable if and only if
F (=00, 0)) = {x € S|f (x) < ¢} € Aforallc €R.

Proof. This theorem is stated as the definition of a real valued function f being p-measurable in
Stokey, Lucas, and Prescott (1989), but a formal proof is presented in Kolmogorov and Fomin (2012,
Sec. 28, Thm. 1). It can also be stated with any of the inequalities >, <, >, <.

O
Also when the measure space in question is a probability space one can characterize
formally what a random variable is.

Definition 2.2. (Random variable) Let (S, A, P) be a probability space and f : S — R a real
valued function. f is a random variable if and only if f is measurable, that is, if and only
if f 1 (B) € A forall B € B, where B is the Borel o-algebra on R. We further establish the

same notation:

(a) An outcome is an element s € S.

(b) An event is a measurable subset of S: A € A.

(c) The real number f (s) is a realization of the random variable.

(d) The probability measure for f is then: u(B) = P (f‘l (B)) =P ({s < S|f (s) € B}), for
B e B.

(e) The distribution function for f is: G (b) = p ((-o0, b)), for b € R.
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Generally it is very hard to find a function that is not measurable. The details of the
example will depend on the spaces considered. For example if f : R — R and A is the
set of all open (or closed) sets in R the definition of measurability is equivalent to that of
continuity (the pre-image of an open set has to be open) and then all functions that are
not continuous are not measurable. It is clear that more complete o-algebras make more
difficult to generate counterexamples. The following three results show how difficult it is
to generate them:

Proposition 2.1. Let f : R — R.

(a) If f is continuous then f is measurable with respect to the Borel sets.

(b) If f is monotone then f is measurable with respect to the Borel sets.

Proof. Each case is proven:

(a) Let f be continuous. Consider the set f_1 ((-o00, ¢)) for any ¢ € R. The set (-0, c) is open, because
f is continuous then its pre-image is open, then it is a Borel set. Then its measurable.

(b) Let f be monotone increasing. Consider the set f_1 ((-o00, ¢)) for arbitrary ¢ € R. Then,
fH((=00,0)) = (=00,@) or [ (=00, ¢)) = (-00,a] or f7 (=00, ¢)) = (-00,00) or [ ((-00,0)) = 0
for some a € R. Monotonicity ensures thatif a € f'1 ((-00,¢))and b < athen b € f_1 ((=0, ©)).
Suppose its not, then there exists numbers b < a such that f (b) > ¢ > f (a), contradicting
monotonicity.

All these sets are in B, then f is B-measurable.
0

Corollary 2.1. The composition of measurable functions is measurable. In particular the
composition of a continuous function with a measurable function is measurable.

Proposition 2.2. Let S = {s1, Sy, ...} be a countable set (potentially infinite) and A = 25 a
o-algebra on S. Then all functions f : S — R are measurable.

Proof. The proof is immediate because the pre-image of a Borel set is a subset of S, then it belongs
to A = 25,

O
In a more general way one can establish the measurability of a function by relating to a
class of well behave ’simple’ functions. The base for this class is the indicator function.
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Definition 2.3. (Indicator Function) Let (S, A) be a measurable space. An indicator
function x4 : S — Ris:
1 ifseA

0 ifs¢A

Xa (s) =

Clearly x 4 is measurable if and only if A € A.

Definition 2.4. (Simple Function) Let (S, A) be a measurable space. A simple function is a
function that takes at most countably many values. When the function takes finitely many
values it can be expressed as:

¢ ()= aixa; (9
i=1

where {4;} is a sequence of subsets of Sand «; € R.
Characterizing the measurability of simple functions is slightly more complicated.

Proposition 2.3. A simple function taking values { y,, ¥», ...} is measurable if and only if the
sets A; = {s € S| (s) = y,,} are measurable.

Proof. Both directions are proven.

(a) Let ¢ be measurable, and { y,} € B, then its pre-image is measurable wrt A.
(b) Let the sets be measurable, thatisA; € A, and consider B € B a Borel set. Then
¢ (B)={seS|dp(s)=y;€B} =[] 4
yiEB

Because each A; € A; and the union is taken over no more than countably many sets we have
Uy.eBA; € A by definition of a o-algebra. This proves measurability of ¢ (B).

O
In what follows all simple functions will be considered measurable. The importance of
simple functions is given by the applications of the following proposition.

Proposition 2.4. Let (S, A) be a measurable space and let { f,} be a sequence of measurable
functions converging pointwise to f, thatislim f, (s) = f (s) for all s. Then f is also measurable.

Proof. The proof can be found in Stokey, Lucas, and Prescott (1989, Sec. 7.3) or in Kolmogorov and
Fomin (2012, Sec. 28.1).

O
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Corollary 2.2. If f is non-negative one can choose the sequence { f,} to be strictly increasing.
Corollary 2.3. If f is bounded one can choose the sequence { f,} to converge uniformly.

The main application is the following result that gives a characterization of measurable
functions in terms of simple functions:

Proposition 2.5. A function f is measurable if and only if it an be represented as the limit of a
uniformly converging sequence of measurable simple functions.

Proof. The first direction is immediate from the previous proposition. If f is the limit of measurable
functions then f is also measurable.

Let f be measurable. It is left to construct a converging sequence of simple functions that
converges to f.wloglet f (s) > 0 for all s, then by the Archimedean principle there exists a non-

negative integer m such that

m m+1
— < s) <
< fe<—

Let f,, (s) = m/n, because n is fixed and m € N U {0} it follows that f, can take at most countably
many values, hence it is simple. f, is also measurable because

1 m*+1
b={sesifuo <™

For m* chosen by the Archimedean principle. The last set is f -1 ((—oo, m;“)) which is measurable

3

fr (00, 0) = {s € S|fp(s) < ¢} = {S €Slfn(s) <

|

by assumption. Then f, is measurable for all n.
Finally, f,, — f uniformly because

fa )= f©)] <

m_ -1
n n | n
Other results will follow and are left stated without proof:

Proposition 2.6. Let f, g be measurable functions and « € R then:

(a) f +g ismeasurable.
(b) of is measurable.
(c) fgismeasurable.

(d) ¥f is measurable provided that f (s) 7 0.

Finally continuity of functions is used to strengthen the intuition around measurability.
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Proposition 2.7. Let f, g be equivalent function defined on an interval E, that is they are equal
a.e. If f and g are continuous then they coincide.

Proof. Suppose not, then there exists x € E such that f (x) 7 g (x). Let e = | f (x) - g (x)|, because
f and g are continuous there exists § such that for x € Bj (x) it holds that ‘ f@-f (x/>‘ <5
and ‘ gx)-g (x’) ‘ < 5. Then for all x € Bs (x) it holds that f (x/) 7g (x/>, but B; (x) has strictly
positive measure, contradicting f and g being equivalent.

[

Proposition 2.8. A function f equivalent to a measurable function g is measurable.

Proof. Because the functions are equivalent the sets {x|f (x) < ¢} and {x|g (x) < ¢} can differ in at
most by a set of measure zero. Then if the second set is measurable so is the first one (taking into
account the completion of the o-algebra). This proves measurability.

O]

Corollary 2.4. A function f equivalent to a continuous function is measurable.

Proof. Immediate from continuous functions being measurable.
O

This implies that if a function is continuous a.e. then it is measurable, again the behavior
of functions in sets of measure zero carries no consequence. It turns out that this corollary
can be strengthened. The result is powerful and is stated without a proof:

Theorem 2.2. (Luzin) Let f : [a, b] — R be a function. f is measurable if and only if for all
€ > 0 there exists a continuous function g such that u {x € [a,b] | f (x) 7g(x)} < e.

This theorem shows that for the case of functions of real variable and real value
measurability is equivalent to continuity, except on a set of arbitrarily small size. In other
words a measurable function can be made continuous by altering its values on a set of
arbitrarily small measure.

17



3. The Lebesgue integral [Optional]

The Lebesgue integral is in at least two important ways a generalization of the Riemann
integral and it serves a crucial purpose of defining what it means to take the expected
value of a function with respect to a probability distribution. The first sense in which the
Riemann integral is generalized is that the Lebesgue integral is defined over measurable
functions, a space that is much richer than that of Riemann integrable functions, the
second sense is much more crucial: the Lebesgue integral is defined for functions with
domain in arbitrary sets, thus allowing to handle a more abstract and general class of
functions.

Intuitively the Lebesgue integral is constructed in a similar way than the Riemann
integral. To construct the latter one takes successively finer grids of the domain and
evaluate the function at certain points, constructing step functions, one above the function
and one below, then two sums are constructed and the value of the integral is defined as
the (common) value of the limit of those sums as the length of the grid’s spaces goes to
Zero.

The Lebesgue integral of a function f : S — R+ is constructed by taking grids over
the range of the function { J’i}?:l such that0 = y; < ... < y,. Then one can define the
sets A; = {s € S|y; < f(s) < ;41 } and using the measure over S define A (4;) and the sum
>~ ¥iA (4;). The Lebesgue integral is then the limit of this sum as the values y; are closer
together.

The introduction before of simple functions makes sense when defining the Lebesgue
integral. Its definition seems intuitive for this class of functions and Proposition 2.5 creates
a bridge between them and the more general class of measurable functions, thus allowing
to extend the Lebesgue integral to this broader family.

In what follows we restrict attention to non-negative, real valued functions.

Definition 3.1. (Lebesgue integral for simple functions) Let (S, A, it) be a measure space
and f : S — R+ a simple, p-measurable function that takes no more than countably many
values { y1, ¥, ...}. The Lebesgue integral over the set A C S is defined as:

/A F)du=>" yu(An) (3.1)

where the sets A, are defined as:

An={s€Alf ()= y,}
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These sets can be empty if there is no element of s in A for which f takes a given value. The
Lebesgue integral is defined as long as the series in (3.1) is absolutely convergent. If f takes
finitely many values and p is finite (or a probability measure) this condition is satisfied.

An example is given by the constant function, f (s) = 1for all s € S, then:

[ f@du= [ au=ue@

It can be shown that the lebesgue integral satisfies some natural properties:

Proposition 3.1. Let f and g be non-negative, measurable, simple and integrable functions on
(S, A, uw), a measure space, and ¢ > 0 a constant. Then:

@ [y (f+g)(s)du= [, f()du+ [4g(s)du
(b) [y dun=c [y f(s)dn
(c) If f is bounded |f (s)] < M a.e. then f is integrable and | [, f (s) du| < Mu (A).

Proof. Kolmogorov and Fomin (2012, Sec. 29.1).
O

Definition 3.2. (Lebesgue integral - Nonnegative functions) Let (S, A, i) be a measure
space. A measurable function f : S — R is said to be integrable on a set A if there exists
a sequence { f,} of integrable simple functions converging uniformly to f on A. The
Lebesgue integral is defined as:

[ Fodu=tim [ £,6d (32)
A A

This definition precludes the integral from being infinite, as shown in Kolmogorov and
Fomin (2012, Sec. 29.1), the limit above exists provided that the functions f,, are integrable
(recall that it was asked of the sum in (3.1) to be finite), moreover it is independent of the
choice of sequence approximating f, this sequence can be furthermore be chosen to be
strictly increasing (Stokey, Lucas, and Prescott 1989). Yet, the concept of the Lebesgue
integral can be easily generalized to allow for infinite values, the definition in Stokey, Lucas,
and Prescott (1989) allows for this.

What follows is a list of properties of the Lebesgue integral which should be familiar if
there is any knowledge of the behavior of Riemann integrals. They are not of particular
interest in this course.
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Proposition 3.2. Properties of the Lebesgue integral for non-negative measurable functions:

(@) [L(f+g))du= [, f(s)du+ [,g(s)du
(b) [y(ch)(s)du=c [, f(s)du

(c) Ifgismeasurable and integrable and f is bounded by g: | f (s)| < g (s) a.e., then f isintegrable
and | [y f () du| < [, g(s) dn.

(i) If f is bounded and measurable then it is integrable.
(d) If f <ga.e then [ f(s)du < [ g(s)dp.
(e) IfAC BwithA,Bc Athen [, f(s)du < [5f(s)du

(f) Let A =UAy, where {An} is a finite or countable sequence of disjoint sets. If f is integrable on
A then f is integrable on Ay, for all n and:

/Af(S)du=;/Anf(5)du

when the series on the right is absolutely convergent.

Finally it is noted that a non-negative integrable function induces a measure on a space,
the following proposition makes this clear.

Proposition 3.3. Let f be a non-negative, integrable function, then A : A — R defined as:

A= [ fodu

is a measure on (S, A).

Definition 3.3. (Lebesgue integral) Let (S, A, 1) be a measure space. A measurable function
f 1§ — Ris said to be integrable if the following two integrals are finite:

[Foam  [roaw

where:

f+(s):{f(s) 1920 f+(s):{o 1920
0 if f(s)<0 -f(s) iff(s)<0
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The integral of f is defined as:

[roa=[rroaw- [ Foaw (33)

Recall that when (S, A, 1) is a probability space the function f is called a random
variable, the definitions above are then the definitions of the expected value of a random
variable, this expected value exists when f is integrable, we have seen that a sufficient
condition for this is to be bounded a.e. and the measure to be finite, this last condition is
satisfied immediately by probability measures.
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4. The Stieltjes integral [Optional]

The Lebesgue-Stieltjes integral is a type of integral specially useful in probability theory,
because of the resemblance between the Stieltjes measures and probability measures.
To introduce the concept consider a real valued random variable that takes values on
a closed interval [a, b], this is for example the result of coin toss when catalogued as 0
or 1, the underlying probability space is formed by S = {H, T}, A = {0, S, {H},{T}} and
a probability measure on A, a function u : A — [0,1] such that u({H}),u({T}) > 0,
w(S) =u({H}) +u({T}) =1and p(P) = 0. The random variable is then a function f : S — R
such that f (H) = 0 and f (T) = 1. It seems natural to ask what is the probability that f (s) = 1,
it is of course given by p (T), in the same way can ask for the probability that f (s) < ¢ for
any value c, the function that answers that question is called the cumulative distribution

function. In this example we have:

0 ifc<0
Fo=Pr(f(s)<co)=<uH) ifo<c<l1
1 ifi<c

Because the measure 1 is non-negative it is clear that F has to be a non-decreasing function,
it is also continuous from the left, moreover it is possible to recover i from knowledge of
F:

LH)=F(©0)  w()=1-F(0)

The Stieltjes measure is a general way of looking at this last step. It treats the problem
of inducing a measure from a non-decreasing left continuous function. The application to
probability theory is apparent because we deal with the CDF of a random variable, and not
directly with its probability measure, as we saw before it is this latter object the one that
defines the expected value.

Now we turn to define formally the Stieltjes integral. Let F : [a,b] — R be a non-
decreasing and left-continuous function. Let A be an algebra of all subintervals of [«, 3)
(including open, closed and half-open intervals). Define a measure on A by:

m(x,B) = F(B)-F(x+0)
mla, Bl = F(B+0)-F(c)
m(x, ] = F(B+0)-F(x+0)
mlo, ) = F(B)-F(x)
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Now consider the Lebesgue extension of m, call it ur and the o-algebra of all up-measurable,
call it Ap. This set contains all subintervals of [«, ) and hence all the Borel sets of [«, 3).

Definition 4.1. (Stieltjes measure) The measure uy described above is called the (Lebesgue-
)Stieltjes measure and F its generating function.

This concept is easily extended to the whole real line. Some examples show the
generality of this type of measure:

Example 4.1. Let F (x) = x, then the Stieltjes measure is nothing but the Lebesgue measure
on the real line, that is, the extension of the concept of length of an interval.

Example 4.2. Let F be a jump function with discontinuity points {xj, xp,...} and
corresponding jumps { hy, hy, .. .}. The measure is of course:

m ({xn}) =hn m ({xl; X2, - }C) =0

Then every subset of [«, 3) is pp-measurable because their measure depends only on
countable points. Any set A has measure given by:

ur (A) = Z hn

Xn€A

This number exists by assumption. A Stieltjes measure generated by a jump function is
called a discrete measure. All discrete random variables have CDF that are jump functions.

Example 4.3. Let F be an absolutely continuous non-decreasing function on [, f3).
Absolutely continuous functions have a finite derivative a.e. let this derivative be f = F.
Then the Stieltjes measure ug is defined for all Lebesgue measurable sets and:

uF<A>=/Af<x>dx

clearly in this case up ({x}) = 0 because {x} has Lebesgue measure 0.
The result follows from Lebesgue theorem:

Theorem 4.1. (Lebesgue) IfF is absolutely continuouson |a, b] then the derivative Fis integrable
on [a, b] and:

5,
F(B)—F(oc)=/ F (x) dx
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Proof. Kolmogorov and Fomin (2012, Sec. 33, Thm. 6).

Applying this theorem here we get:

B
m (o, B) = m e, B = m (o, B] = m [t B)=/ £ d

Because f is non-negative and integrable wrt all Lebesgue-measurable subsets of [, b]

(B[ a,b]) we know by proposition (3.3) that

F<A)=/Af<x>dx

is a measure on ([a, b, B[a,b]) that coincides with m, because the extension is unique we
get that up is the Stieltjes measure we are looking for.

This type of measure is called absolutely continuous and is related to continuous random
variables.

Now we can define the integral with respect to a Stieltjes measure:

Definition 4.2. (Lebesgue-Stieltjes integral) Let up be Stieltjes measure with generating
function F, and let g be a up-measurable function, then the integral is defined as:

/g(xdF / ¢ () dup

If up is discrete with F (x) = > h(xp), then we have:

Xn<Xx

b
/ (x) dF (x) = Zg Xn) h

If up is absolutely continuous then:

b b
/ag(x)d”x):/a g (%) f (x) dx

As hinted above in probability Stieltjes measures arise naturally. Let £ be a random
variable and define F(x) = Pr(§ < x), then as noted above F is non-decreasing and
continuous from the left, moreover F (-c0) = 0 and F (c0) = 1. The Lebesgue-Stieltjes
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measure allows us to define the expected value and variance of the random variable as:

E[a]=foxdF(x) V[a]=[o<x—E[a]>2dF(x).

e} o0

These definitions are valid for discrete and continuous random variables.
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5. Markov Processes

As seen in Section 6.2 a great deal of problems can be expressed in a recursive setting,
and the use of recursive methods can provide solution to problems that would otherwise
be impossible to handle. When dealing with random variables the same topic arises, in
particular one can think of a sequence made by the realizations of a random variable,
because the sequence is ordered one can also think of each element of the sequence being
realized sequentially, in this way its natural to consider the case in which one element
of the sequence depends on the value of the previous element. More formally, when the
distribution of one element of the sequence depends on the realization of the previous
element. Markov processes are processes that behave in this way.

The objective is to introduce shocks to a dynamic program, so we start by considering
the deterministic dynamic program of Section 6.2, characterized by the Bellman equation:

v(x)= sup {F(x,y)+Bv()} (5.1)
yer(x)

The idea is to add a random variable whose realization z will affect the problem, z is a state
of the problem and its drawn each period from a distribution characterized by the measure
A. Formally consider (Z, Z, A) a probability space, then we can define the problem to be::

v(x,2) = sup {F(x, ¥, 2) + B/v (y, zl> A (dz/)} (5.2)

yelr(x)

Recall that A : Z — R+ maps sets of the o-algebra Z to real numbers. The problem above
can be solved using the results of Sections (1) to (4), but it is not general enough for our
purposes because the distribution of z is fixed, and each draw is taken (each period) from
the same distribution.

In general we want the distribution of % to be influenced by the previous draw z, for
this we need a special type of function, Q : Z x Z — R, such that for all z € Z it holds that
Q (z, -) is a probability distribution for % . This is called a transition function and it allows
to express the problem as:

v(x,2) = sup {F(x, ¥Y,2)+ B /v (y, z/> Q (z, dzl)} (5.3)

yer(x)

The objective is now to characterize transition functions and the properties of the process
that they generate.
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5.1. Transition functions

Definition 5.1. (Transition Function) Let (Z, Z) be a measurable space. A transition
function is a function Q : Z x Z — [0, 1] such that:

(a) For each z € Z the function Q (2, -) is a probability measure on (Z, 2).

(b) For each A € Z the function Q (-, A) is a Z-measurable function.

The interpretation is that for all current value of the random variable the transition
function induces a probability measure for next period’s value of the variable. Then Q (a, A)
is the probability that z € Aif the current value of the variable is a.

Q(a,A) =Pr (zl €Alz= a)

Any transition function defines two operators that will be of great importance later.

Definition 5.2. Let Q be a transition function on a measurable space (Z, Z). Define J as the
set of Z-measurable functions and A the set of probability measures on (Z, Z).

(a) The Markov operator of Q is an operator T defined on the set of Z-measurable functions:

Tf(2) = /f (z) 0 <z dz’)

for all z € Z. T is the expected value of f in the next period if today’s realization is z.

(b) The Adjoint operator of Q is T* is an operator defined on probability measures on (Z, Z):
@ = [ QAN E)

forall A € Z. T gives the probability that %z € Aif the current value of z is drawn from
probability distribution A.

These operators are important because they will allow to characterize the distribution
of a sequence of random variables starting at some initial distribution. This is the objective
when solving a stochastic dynamic programming problem. In order for T and T* to be
useful it is first necessary to check that they are sufficiently well behaved. The following
propositions will establish that the operators can be used recursively and their proof will

be instructive of how proofs go in measure theory.
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Proposition 5.1. Let (Z, Z) be a measurable space and Q a transition function on that space with
Markov operator T. Then T : M (Z, Z) — M" (Z, 2) where M (Z, 2) is the space of nonnegative,
extended variable Z-measurable functions.

Proof. The proof is done iteratively, first for indicator functions, then it is generalized to simple
functions and then to arbitrary nonnegative measurable functions.

First, for any f € M" we have that Tf is a nonnegative function of extended real value, this
follows immediately, then it is left to check that T f is also measurable.

Casel. LetA € Zand f =x4, where x4 is by construction measurable and nonnegative. Then:

Tf(z)sz(z')Q(z,dz’) =/XA (z’)Q(z,dz’) =/AQ(z,dz’) = 0(z,A)

Because Q (-, A) is measurable (as a function of z for fixed A) by definition we establish
measurability of T f.

Case2. Let f be a simple function then there exists (finitely many) indicator functions such that:

f(=z)= iaiXAi (2). Then the Markov operator gives:
i=1
[1E)efo)
/z”: aixa; (z/> Q (z, dz/)
i=1
IZ:I: ai/AXAi (zl) Q <z, dz/>

n
Z ai TX Ai
i=1

By the previous case each Txy;, is measurable. Then, T f is also measurable because the
sum and scalar product of measurable functions is also measurable .

Tf(2)

Case3. Let f be an arbitrary nonnegative, extended real value, measurable function. By
proposition 2.5 we know that f can be expressed as the limit of point-wise convergent
sequence of simple functions because it is measurable and nonnegative. So for all z we

have:

Tf(z) = /f(z) Q(z, dz')
/ lim by, (z) 0 (z dz’)
lim/d)n (z) 0 (z dz’)

lim Tor, (2)
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where the third step of interchanging the limit and the integral follows from Lebesgue’s
Monotone Convergence theorem.” Finally the pointwise limit of measurable functions is
a measurable function (Proposition 2.4). The result follows because T¢, is measurable
by the previous case.

O

Corollary 5.1. Let (Z, Z) be a measurable space and Q a transition function on that space with
Markov operator T. Then T : B(Z,2) — B(Z,Z) where B(Z, Z) is the space of bounded Z-
measurable functions.

Proof. Let f be a bounded measurable function, then if 0 < f < mitholdsthat0 < Tf < m,

because Q(z, ) is a probability measure. Then Tf is bounded. Measurability follows from the
proposition above by applying itto f = f* - f".

0

This allows us to apply iteratively the operator to a function because if f € B (Z, Z) then

Tf € B(Z,Z), which allows to evaluate T (T f), and so on. It will also be important to apply

the adjoint operator iteratively to a probability measure. The following proposition will

enable us to do so.

Proposition 5.2. Let (Z, Z) be a measurable space and Q a transition function on that space with
Adjoint operator T*. Then T* : A(Z,2) — A(Z,2Z) where A (Z, ) is the space of probability
measures on (Z, Z).

Proof. Let A € A (Z,2) and consider T*A (4) = [ Q (2, A) dA (dz).
(a) T*A > 0 for all (z, A) because Q (z, A) > 0.

(b) T*A (@) = [ Q(z, @) A (dz) = [ OA (dz) = 0, because Q (2, -) is a probability measure.
(©) T*A(Z) = [ Q(z,Z) A (dz) = [ 1A (dz) = 1, because Q (z, -) is a probability measure.
)

(d) Itis left to show that T*A is countably additive. Let {A;} C 2 be a sequence of disjoint sets and
A =UA;, then:

me Z/Q 2, A;) A (dz)) /(ZQ z, A )A(dzi) =/Q(z,A)7\(dzi) = T*A(4)

where Y~ Q (z,4;) = Q(z, A) follows from Q being a o-additive measure and interchange of the
sum and the integral can be done because of the Lebesgue’s monotone convergence theorem.

2The theorem states that if { f,,} is a monotone increasing sequence of nonnegative measurable functions
then that converges pointwise to f then [ fdu =1im [ f,du. Recall from proposition 2.5 that the sequence
{dn} of simple functions can be chosen to be monotone increasing.
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The following result establishes a duality between the Markov operator and its adjoint,

in words it says that the expected value of a function tomorrow can be computed with
either operator.

Proposition 5.3. Let (Z, Z) be a measurable space and Q a transition function on that space.
Then for any function f € B(Z, Z) (or more generally f € M* (Z, Z)) it holds that:

/(Tf (2)) A (d2) = /f (z) A (dz’) _ //f (z) 0 <z dz’) A (dz)

Then to obtain the expected value of function f tomorrow given a distribution A of z
today the order of integration does not matter.

Proof. Stokey, Lucas, and Prescott (1989, Sec. 8.1).
O

We can now define a sequence of probability measures over the sequence of random
variables by iterating over Q with the Markov operator.

Q' (z,4) = Q(z,4)

Q"™ (2, A)

(10" () @) = [ Q" (<,4) @ (5,

Then if a shock is drawn sequentially from Q the function Q" (z, A) will give the probability
of going from initial point z to a value in set A in exactly n periods. Its easy to show that
each Q" is a transition function.

Finally its clear that starting from an initial probability (A) the Adjoint operator can be
used to define a sequence of probability measures {A"} as A" = T*A""1, we interpret A as
the distribution of the state z in the initial period and A, the (unconditional) distribution
of z in the n' period.

As a side note a transition function can have stronger properties that are of great use in
stochastic dynamic programming:

Definition 5.3. (Feller Property) A transition function Q has the feller property if its Markov
operator maps the set of continuous bounded function into itself. T : C (Z) — C(Z).

Definition 5.4. (Monotone transition functions) A transition function Q is said to be
monotone if its Markov operator maps nondecreasing functions to nondecreasing
functions.
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5.2. Probability measures on spaces of sequences

The idea now is to study sequences of random variables and their probability distributions,
this can be done using the transition function defined above.

The first task at hand is to define a probability distribution on a finite sequence of
variables. For this let (Z,2Z) be a measurable space and for t < oo let
(Z8,2") =(Z x ... x Z,Z x ... x Z) be a product space. Now let Q be a transition function
on (Z, Z). A probability measure on the sequence given z, the initial value of the variable

1S:

Definition 5.5. (Probability measure on finite sequence) 1/ : Z x 2! — [0,1] is the
probability distribution for the finite sequence and its defined as:

u (o, B) = / / Q (3t-1, dzt) - Q (7t-2, d2t-1) - - - Q (20, dz1)
Aq Ay

where B = Ay x ... x A; € Z!is a rectangle in 2%. It can be shown that it is sufficient to
define u! only for this type of set, because it can then be extended uniquely to measurable
sets on 2! by the Caratheodory and Hahn extension theorems.

The next task is to handle infinite sequences of realizations of z. To do this we need to
be able to induce a o-algebra Z°° on the set of infinite sequences and then a probability
measure on that o-algebra.

To do this define the set of finite-measurable rectangles. These sets establish outcomes
for the variables for the first T periods, leaving unspecified what happens to the sequence
afterwards.

Definition 5.6. (Finite-Measurable Rectangles)B is a finite measurable rectangle if its of
the form:
B=A1 X... XA XZXxXZXx...

for some finite T. Let C be the set of all finite measurable rectangles. Let A° be the set of
all finite unions of set in C.

It can be shown that A is an algebra, then one can define Z°° to be the o-algebra
induced by A°°. Then one can define a measure on finite-measurable rectangles C just as
before, extend it to the algebra A>°, and the extend the extension to Z°°. This proves the
existence of a measure for infinite sequences that coincides with our notion of measure
for finite-measurable rectangles.

Now we can define what a stochastic process is:
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Definition 5.7. (Stochastic Process) Let (QQ, F, P) be a probability space. A stochastic
process on (Q, J, P) is an increasing sequence of c-algebras ¥, C ¥, C ... C F, a
measurable space (Z, Z)and a sequence of functions oy : Q — Z such that each o; is
F;-measurable.

Definition 5.8. (Sample Path) Let w € Q, then (07 (w), 09 (w),...) is called the sample
path of the stochastic process given w.

Each o; is just a random variable that takes a value on Z given some event on Q. In
almost all cases we will have (Z, Z) = (R, B). The selection of the probability space (Q, F, P)
is also standard. Because we are interested in the behavior of infinite sequences of the
realizations of the random variable we can set (QQ, F, P) = (Z°°, Z°°, u(2p, -)). The restriction
that the o-algebras are increasing follows from the draws being taken sequentially, this
o-algebras will be interpreted as possible histories, and any future history must include all
of the possible previous histories from which it could have followed.

Given a stochastic process we can use probability measure P to induce measures on
finite sets of sample paths.

Definition 5.9. (Probabilities on Paths) Let C € Z™ we can define:

Piyi, t+n(C) =P ({w € Q| (0441 (W), ... 0pn (w)) € C})

This is the probability that an event occurs and the sample path lies in C between periods
t+landt+n.

Definition 5.10. (Stationary Stochastic Process) A stochastic processis said to be stationary
if Py11,.. t+n (C) is independent of ¢ for all n and C. That is, if it does not matter the point in
time where we start the sequence.

Definition 5.11. (Conditional probability) Let Ppii ¢4 (Clat-s, ..., a;1,at) be the
conditional probability of the event {w € Q| (041 (W), ... 0p+n (w)) € C} given that the
event {w € Q| 0r (w) = ar} happened.

Now we can define what a Markov process is:

Definition 5.12. (Markov Process) A stochastic process is a Markov process if:
Pii1,. t+n (Clat-s, - . -, at) = P, t+n (Clar)

fort=1,2,..,n=1,2,...,s=1,2,...,t-1and C € Z".
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The distribution of the path of a Markov process only depends on the last realization.
A general setting is easy to construct using a transition function Q. Let (Q,F, P) =
(Z>°, 2°°, 11 (20, -)) and for each T define AT as the collection of all finite-measurable sets:

B=A| X ... XA XZXZXx...

As before this forms an algebra, let ¥ be the o-algebra generated by AT. Clearly F¢ C Ft*1,
Then we can define the sequence of functions z; : Q — Z as:

2t () =zt (a1, ag, .. .) = az

so that it selects the ¢ realization of the sequence w. These functions are clearly F*
measurable, because they don’t contain information about future realizations of the
variable.

The definition of P through Q can be used to verify that this process is a Markov process.
Moreover it holds that:

Pt41 (Clats, . . ., ar) = Pr41 (Clay) = Q(at, C)

forC e Z.

5.3. Markov chains

We now zoom into a special type of Markov process that is particularly useful in applications
of dynamic programming. A Markov chain (or finite state Markov chain):

Definition 5.13. (Markov Chain) A Markov chain is a Markov process defined on a space
Z={z,...,% } with finite dimension (finitely many elements).

The relevance of Markov chains resides in two observations. First, they allow for a
simple characterization of their transition function, as shown below. Second, most
computational methods (and thus applications) of dynamic programming discretize the
state space, effectively imposing that the space Z is finite.

Before characterizing the transition function of a Markov chain it is useful to recall that
the natural o-algebra over Z is Z = 2% (the power set), and that the space of probabilities

l
distributions over Z is formed by vectors p € R! such that p; > 0and Y p; = 1°. The
i=1

l
3Formally p € Al, where Al = { pe R, p; =1, is the [ - 1 dimensional simplex. This same set is
i=1

particularly useful in characterizing price systems in finite dimensional exchange economies.
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transition function of the Markov process can be then characterized by a matrix:

Definition 5.14. (Markov Matrix / Stochastic Matrix) A square matrix IT = [711-]-} of

dimensions | x [ is considered a Markov (or stochastic) matrix if T =0 foralliandj,

l
and Z’Ttij = 1for all i. Equivalently, if its rows are probability distributions on Z: 7; € Al
j=1

The transition function of a Markov chain is a function Q : Z x Z — R+ that gives the
probability of a given set A € Z given a current state z;. We can then construct a Markov
matrix by setting:

T =Q <Zi) {Zj }) =Pr <Zt+1 =gz = Zi)

So m;; is interpreted as the probability that 2547 = 2z; conditional on z; = z;. The row

g ]

m; = (1, . .., ;) is the conditional probability of z¢41, given that 2; = ;.

We can also go the other way, constructing a transition function Q from a Markov matrix
1. Let A € Z, because Z is finite we can define A = {zal, ce zan} where a;, .. ,aparen <1
indices. This gives:

n
Q (Zl’ A) = Z T[la]
j=1
We can now define the Markov operator and the adjoint Markov operator of a Markov
chain making use of the Markov matrix (Markov!).

(a) Recall that The Markov operator of Q is an operator T defined on the set of Z-measurable

Tf(2) = /f (z) 0 <z dz’)

forall z € Z. T is the expected value of f in the next period if today’s realization is z. For

functions:

Markov chains the function f can be reduced to a row-vector f =(f(z1),...,f (%)) €
R!, which reduces the integral to:

more generally we have:

Tf = fIT
the i element of Tf (which is an [-dimensional vector) corresponds to:
E [f (2t41) |26 = ] -

(b) Recall that the adjoint operator of Q is T* is an operator defined on probability measures
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on (Z, 2):
T\ (A) = / Q(z,A) A (dz)

forall A € Z. T gives the probability that %z € Aif the current value of z is drawn from
probability distribution A. Because the space is finite we can represent probabilities
distributions as vectors in Al. Let p € Al be an initial distribution on Z, we want to
know the distribution on Z for the next period (p):

l
T"p=p=pll  where: p; = Z pimj
i=1

The j th element of T* p (which is an [-dimensional row-vector) corresponds to the
unconditional probability that 241 = z;: Pr <zt+1 = z]->.

It shouldn’t be a surprise that the Markov operator is characterized by 1T and the adjoint
operator by its transpose IT.*

As with general Markov processes there is a special interest in the limit behavior of the
adjoint operator (11151010 m p) , in particular the existence and properties of an invariant
distribution, that is p* such that p* = p*TT (generally A* = TA*). The problem of finding an
invariant distribution is frequently cast as an eigenvector problem. p* is the eigenvector
associated with any unit-eigenvalue of TT.

Another property that will be of interest is the presence of Ergodic sets. These are
subsets of the space E C Z that the process never leaves once it takes a value in them.
Formally:

Definition 5.15. (Ergodic Set) A set E C Z is ergodic if and only if Q (z;, E) = 1for all z; € E
and there does not exist a proper subset E C Ethatis ergodic.

The ergodic sets are important because they tell us sections of the state space that are
of interest. Only ergodic sets have positive mass in the invariant distribution.

Following SLP we now show 5 examples of the possible limit behavior of Markov chains.
After the examples we state the main results on the existence and uniqueness of ergodic

n
sets, invariant distributions, and the convergence of the sequences {%Z Tk % and {rin}.
k=0

(clearly if the second sequence converges so does the first one).

*If vectors are assumed to be columns instead of rows then Tf = TTf and T*p = TT p. The adjoint is
characterized as the transpose of the Markov operator in any case.
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Example 5.1. (Uniqueness of ergodic set, convergence of {T1"}) Let | = 2 and consider

[
Ya Y4

Clearly the only ergodic set is Z because one has positive probability of going to 27 or 2o

the Markov matrix:

starting in any state. Moreover:

lim T =

12 12

12 1/2]

The invariant distribution is then p* = (¥/2, 1/2). Moreover lim ( pyTT") = p* for all p, € A2,

Note: Convergence is easily defined in this setup because the limit is taken element

wise.

Example 5.2. (Uniqueness of a ergodic set, convergence of {TT1"}) Let] =3 andy € (0, 1).
Consider the Markov matrix:

1-v v2 v/
IT= 0 12 12
0 12 12

There is a unique ergodic set E = {29, 23} 7 Z. The state z; is never reached again once you
leave it. One can also show:

1-v)* @2 (=02

" = 0 12 12
0 12 12
clearly {TT"} converges:
0 12 12
. n_
nh_)rxgo M =10 12 12
0 12 12

and the invariant distribution is p* = (0, /2, 1/2).

n

Example 5.3. (Cyclical sets , convergence of %Zﬂk ) Consider an [-dimensional
k=0

Markov chain and order its states into two subsets, the first one with k elements and the
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second one with | - k elements. Suppose the Markov matrix has the form:

0 T
M, 0

1=

where the first matrix IT; is of dimension k x (I - k) and matrix IT, of dimension (I - k) x k.
Clearly if at one period one is in the first subset the next period one will be in the second
subset, and vice-versa. So there are no proper subsets that form an ergodic subset, instead
the process cycles from the first subset to the second period by period.

(TT1TTp)" 0
0 (Mo TTy)"

0 (T1TT9)"* T
(TToTTy)* 1T, 0

n2n —

ﬂZT‘H‘l —

In this example the sequence {TT"} does not converge but its odd and even elements do,

n
then the sequence %Zﬂk does converge.
k=0
For example if [ =4, k=2 and IT; =TT5:

_1/2 2.0 0_ _0 0 12 1/2_
lim 172" = 2 42 00 lim 17271 = 0 0 1212
n—00 0 0 12 12 n—00 2 12 0 0
_0 01/21/2_ _1/21/20 0_
s Ya ya 1|
L1 Y4 Ya Ya Y4
tim =5 =

=0 Y4 Y4 Y4 V4
V4 Y4 Y4 14

An invariant distribution is found as one of the rows of the last limit: p* = (1/4, Y4, 1/4, /).

Example 5.4. (Two ergodic sets, Infinitely many invariant distributions) Consider an
[-dimensional Markov chain and order its states into two subsets, the first one with k
elements and the second one with [ - k elements. Suppose the Markov matrix has the form:

M 0
0 T,

T =

where the first matrix IT; is of dimension k x (I - k) and matrix T, of dimension (I - k) x k.
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Clearly once the process enters the first subset it never leaves it. The same goes for the

rl’Tl
second subset. Then they are both ergodic. Also TT" = 01 - ] , this sequence converges
2
: : Y4 Ya
if and only if {TT7} and {117} converge. Let | =4, k=2and T} =TT, = v e | then:
4 34
[ 2 12 0 0 ]
2 12 0 0
lim 11" = 2y
=00 0 0 12 12
0 0 12 12

There are two invariant distributions: py = (12,12, 0,0) and p5 = (0, 0, /2, 1/2). But any convex
combination of them is also an invariant distribution.

Example 5.5. (Two ergodic sets, Infinitely many invariant distributions) Let [ =3,y €
(0,2) and «, 3 > 0 such that « + 3 = 1. Consider the Markov matrix:

1=y yoa vB
M=l 0 1 0
0o o0 1

As in the second example s; is a transient state (once you leave it you never come back),
but there are now two ergodic sets {sp} and {s3}. We also have:

-y 1-0-yHa« 1-0-v)") P 0 o B

lim " = lim 0 1 0 =101 0
n—oo n—oo

0 0 1 0 0 1

The sequence {ﬂ”} converges and there are two invariant distributions p7 = (0,1, 0) and
P5 = (0,0,1) given by the second and third rows of the limiting matrix. The first row is a
convex combination of the limiting distribution.

Now we turn to the general results. The following theorem encompasses all the possible
outcomes of a Markov chain. In particular, an ergodic set and a limit distribution always
exist, but they need not be unique, and although the sequence {T1"} need not converge, the

n
sequence {rll STk } always converges, and its limit gives away the invariant distributions.
k=0
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Theorem 5.1. Let Z = (21, . . ., z;) and denote the stochastic matrix by its elements: TT = [Tti]'] .

The powers of TT are also denoted by its elements TT"* = [n;n)] .

(a) Z can be partitioned into M > 1 ergodic sets and a transient set (an ergodic set always exists).

n —
(b) The sequence {%kz ﬂk} always converges to a Markov matrix 1.
=0

n —
(i) Forany pg € Al and Dk = poﬂk it holds that: %Z Dr — Doll.
k=0

(c) Each row of T is an invariant distribution, and every invariant distribution is a convex
combination of the rows of TI (so pI1 is an invariant distribution for all p, € Ab).

We can strengthen these results by imposing extra structure on Tl. We can get
uniqueness of the ergodic set and the invariant distribution under a “reachability”
condition (at least one state should be reachable in finite time starting from anywhere).

Theorem 5.2. Let Z and TT as in Theorem 5.1. TT has a unique ergodic set if and only if there exists
a state z; such that foralli € (1,...,1) there exist n > 1 such that ng;.l) > 0.

Moreover, if this is the case TT has a unique invariant distribution p* and all rows of TT are
equal to p* (so for any p, € Al we have Poll = p*).

The previous result still does not rule out cyclicality in the ergodic set. We can get this
under a “mixing” condition.

Theorem 5.3. Let Z and TT as in Theorem 5.1. Forn = 1,2,...andj =1,...,1 define e](.n) =

l
m_inngl) and ™ =" e Zhasa unique ergodic set without cyclically moving subsets if and
1 ]'=1
only if for some N > 1 it holds that ™) > 0.
Moreover, if this is the case 1T has a unique invariant distribution p* and the sequence {T1"}

converges (so for any p, € Al we have lim polT* = p*).
()
J

measures the lowest such probability, because we don’t know from which state we start

(m)

In this notation, 7t:.” is the probability that state j is reached from state i in n steps. €]
from we need to know that the condition is satisfied for all states. This mixing property is
stronger than the first one because we need there to be at least one column of non-zero
elements, guaranteeing mixing towards one state (j) starting from any state (i), uniformly
in time (the same time (N) for all the initial states).
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5.4. Weak convergence of monotone Markov processes

In the previous section we obtained results characterizing the limiting behavior of Markov
processes when the state space is finite. Unfortunately these results do not extend
immediately to general Markov processes. The problem at hand is to establish when the
sequence of distribution functions {A;}, constructed as A, = T*A,_; with Ay given,
converges. We must first define what it means for a sequence of distributions to converge.
The simplest definition comes in the form of set-wise convergence (the equivalent of

point-wise convergence for functions):

Definition 5.16. (Set-wise Convergence) Let (Z, Z) be a measurable space and A (Z, 2)
the set of probability distributions. Consider a sequence {A,} C A(Z,2), we say that
A XA € A(Z,2)if An (A) — A (A) forall A € Z.

This notion of convergence is intuitive but it turns out to be too strong for most
applications. The following proposition shows why:

Definition 5.17. Let (Z, Z) be a measurable space and A (Z, Z2) the set of probability
distributions. Consider a sequence {A;} C A (Z, 2). {A} converges set-wise to A if and only
iflim [ f (2) d\n = | f (2) dA for all bounded and measurable functions f € B(Z, Z).

Thus asking for set-wise convergence requires the expected value of a large class of
functions to converge. A way to weaken this is to limit the space of functions for which

convergence is required.

Definition 5.18. (Weak Convergence) Let (Z, p) be a metric space and Z the Borel set of Z.
Define A (Z, Z) as the set of probability distributions. Consider a sequence {A;} C A (Z, Z),
we say that {A;} converges weakly to A € A(Z,2) if lim [ f (2)d\n, = [ f (2)dA for all
bounded and continuous functions f € C (2).

The main results we will obtain establish the existence of an invariant distribution
under a continuity assumption on the Markov operator (the Feller property). We can then
ensure uniqueness if the Markov operator is monotone and a mixing condition is satisfied,
along with uniqueness we will obtain the weak convergence of {T*™A }.

In what follows we consider Z C R! for I < oo, with Z the Borel o-algebra of Z. The
Markov process is characterized by its transition function Q, its Markov operator T :
B(Z,Z) — B(Z,2) and its adjoint operator T* : A(Z,Z) — A (Z,Z). We also define the
inner product (f,A) = [ f (2) dA.

We first expand on the Feller property through the following proposition:

Proposition 5.4. The following three statements are equivalent:
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(a) (Feller property) If f € C(Z) then Tf € C(2).
(b) Ifzn — zthen Q(2n,-) — Q(z, ) (thatisforall A € 2).
(€) If \y = ANthen T"A\p — A

Then preserving continuity in conditional expected values (T f is a conditional expected
value) has equivalent statements in terms of the conditional distributions (Q (27, -)) and
unconditional distributions (T*Ay). It turns out that continuity is enough to guarantee that
an invariant distribution exists.

Theorem 5.4. If Z C R! is compact and Q satisfies the Feller property then an invariant
distribution exists. That is, there isA\* € A\ (Z, Z) such that \* = T*\*.

Yet, continuity is not enough to rule out the existence of many invariant distributions or
of cycling sets. Monotonicity is needed for this. As before it is first useful to take a detour
on what monotonicity (as in Definition 5.4) implies for distribution functions. We then
have to impose an ordering of distribution functions to be able to talk about monotonicity.

Definition 5.19. (First Order Stochastic Dominance) A distribution p (first order
stochastically) dominates A (u > A) if [ f (z) du > [ f (2) dA for all increasing, bounded
and measurable function f.

In what follows we call a sequence {A;} monotone if A7 > Ap for all n, orif A4 < Ap
for all n. We can now establish the following result:

Proposition 5.5. The following three statements are equivalent:

(a) (Monotone property) If f € B(Z, ) is weakly increasing then T f is also weakly increasing.
(b) LetA,ue A(Z,Z). If u > N then T*u > T*A.

(c) Ifz> % then Q(z,-) >0 (z,, ) (in the stochastic dominance sense)

The last statement is particularly useful because it translates monotonicity of the Markov
operator directly into monotonicity of the transition function (“better” states lead to “better”
distributions).

Now we introduce the final condition needed for the main result of this section. It is a
mixing condition akin to that in Theorems 5.2 and 5.3, along with a restriction on the form
of the set Z. To see why it is necessary to go SLP exercises 12.12 and 12.13.
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Assumption. The set Z = [a, b| is a closed and bounded rectangle in R! characterized by a and
b,° and there exists z € Z, € > 0 and N > 1 such that:

Mg [cb])>e QN lac) >e

Under this assumption it is possible to reach the “upper” region of the rectangle, [c, b],
in finite time starting from the “lower” corner (a), and it is possible to reach the “lower”
region of the rectangle, [a, c], in finite time starting from the “upper” corner (b). It is
possible to show that if one can move through the set from the corners it is possible to do
it from anywhere (under a monotonicity assumption).

Proposition 5.6. Let Q satisfy monotonicity and the previous assumption for some tuple (c, €, N),
then:
V(2 [c,b])>e  QN(zlac)>e forallzeZ

Finally we establish the convergence result.

Theorem 5.5. Let S = [a,b] € R! be a rectangle and satisfy the assumption above. If Q is
monotone and satisfies the Feller property, then Q has a unique invariant distribution A* and
T*™\g — A* for all\y € A(Z, 2).

This completes the tools we need to tackle stochastic dynamic programming problems.
In that note, it is interesting to note the similarities between Theorem 5.5 and the
contraction mapping theorem and Blackwell’s conditions used below to establish a unique
solution for Bellman equations and the convergence to that solution from any starting
point by iteratively applying the Bellman operator(see Section 6.1). While Theorem 5.5
does not establish a sense of distance (inherent in complete metric spaces) it does provide
a very similar answer to the question of the existence and uniqueness of a fixed point
characterizing the solution to a functional equation.

The stationary distribution of a Markov process solves the functional equation:

A=T"\.

The result in the theorem is a set of sufficient conditions for there to be a unique solution,
A*. These conditions have the Markov operator T preserve the continuity and boundedness
of functions (recalling that the space of continuous and bounded functions is a complete
metric space) and monotonicity (as in Blackwell’s first sufficient condition for a contraction).

5A set Z C Rl is a closed and bounded rectangle if there are two vectors a, b € R! such thata < band
Z= [al, bl] X ... X [al,bl].
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Moreover, the Theorem establishes the converges to A* from any initial distribution Ay by
iteratively applying the adjoint Markov operator (as implied by the contraction mapping
theorem for the Bellman operator).
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Part 11

Dynamic Programming

This part of the course develops the mathematical tools and notation used in dynamic
programming problems of the type encountered in applications across macroeconomics.
necessary to study how random variables affect optimization problems.

We start with an overview of non-stochastic (or deterministic) dynamic programming
problems and the main mathematical results that allow us to solve them. The exposition
follows almost verbatim Stokey, Lucas, and Prescott (1989, Ch. 3). The main objective here
is just having a reference for the main results in dynamic programming.

Having established the basics we extend the notation and the basic results to be able to
deal with stochastic problems. This follows Stokey, Lucas, and Prescott (1989, Ch. 9). The
objective of this section is to mention the main results without getting into details as they
are all extensions of the non-stochastic case.

Finally, we will use these tools to tackle centralized and decentralized economies in the
context of the Neoclassical Growth Model. We will first layout the decentralized version of
the model and define equilibrium. Having done that we can discuss how to solve the model
using the centralized problem. Finally we discuss the nature of the solution in terms of
Markov chains and their properties.
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6. Non-Stochastic Dynamic Programming [Optional]

The topic of this section is how to state and solve (deterministic) dynamic programming
problems. That is how to solve a Bellman equation of the form:

v(x)= sup {F(x,y)+Bv(»)}
yel(x)
where the solution is given by a function v satisfying the equation. The final objective is
to establish conditions for a solution to exist and characterize the properties of such a
solution. To do this some mathematical background has to be set up, this is done in Section
6.1 where the contraction mapping theorem is stated and proven, and sufficient conditions
for an operator to be a contraction are established.

Once the basic tools are in place the problem at hand is to express usual sequential
problems (stated in terms of infinite sums) in a recursive way, the equivalence between
the two representations of the problem is established by optimality principle which is
presented in Section 6.2, along with it the conditions for existence of a solution and the
properties it can inherit from the objective function F and the correspondence I' are listed.

All the exposition of the theoretical aspects follows (very) closely Section 3.2 and all
of chapter 4 of Stokey, Lucas, and Prescott (1989).° Most proofs are relegated to the book
because their treatment would require more time than the one the course has.

6.1. Contraction Mapping Theorem

Three results are covered in this section that will be essential for studying dynamic
programming (DP) problems. These results are the contraction mapping theorem, its
corollary and the Blackwell sufficiency conditions. Before stating them recall the
definition of a complete metric space and of a contraction mapping (or simply
contraction) in a metric space:

Definition 6.1. A metric space is a pair (S, p) of a set and a metric (or distance) p: Sx S — R
such that for all x, y, z € S:

(@ p(x,y)>0andp(x,y) =0 <= x=y.
() px, ) =p(¥,%).

© p(x,2) <px,y)+p(y2)-

5There is no reason to deviate.
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A metric space is furthermore complete if all Cauchy sequences in S converge to an element
in S.

Definition 6.2. Let (S, p) be a metric spaceand T : § — S a function mapping S into itself.
T is a contraction (with modulus () if and only if there exists € (0, 1) such that for all
x,y€S:

p(Tx, Ty) < Bp (%, ¥)
The iterates of T are the mappings {T"} defined by T0x = x and T"x = T (T"'x) fro

n=1,2,....

The contraction mapping theorem establishes the existence and uniqueness of a fixed
point in S for any contraction mapping, moreover it provides a simple algorithm to
approximate the fixed point from any arbitrary point in the space. A fixed point is a point
x € S such that x = Tx.

Theorem 6.1. (Contraction Mapping Theorem) Let (S, p) be a complete metric space and
T : S — S a contraction with modulus (3, then:

(a) T has exactly one fixed point v € S.

(b) Foranyvy € Sandn=0,1,... it holds that:

P (TnVO; V) < Bnp (VO) 1/)

Proof. The outline of the proof is to establish that the sequence {v;} C S with v;; = T" is Cauchy
and the use completeness of the space to argue that its limit is the fixed point of the mapping.
Let vy € S and define v,4; = Tv,, so that v, = T™. Because T is a contraction mapping:

P (v2,v1) = p (Tvy, Tvg) < Bp (v1, Vo)

By induction we get:
P (Vas1, Vo) < B"p (v1, o)

Then for m > n we get:

IA

P (Vm, Vm-1) + P (Vm-1, Vm=2) + ...+ 0 (Vp+1, Vn)

([5’”‘1 +B™ 24+ [3”) p (v1, Vo)

= " (BB 1) p (v, W)

P (Vm, Vn)

IA

n

B
1-p

IN

P (v1, Vo)
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Because P(Ei;[;’o) is fixed, and finite, and B™ — 0 its clear that for any € > 0 there exists N large

enough for p (v, v5) < € for all myn > N. Then {v;} is Cauchy and there exists v € S such that
vn — v because S is complete.
Now we show that v is a fixed point of T. For all n and vy:

p(Tv,v) < p(Tv, T™) +p (T™,v)
Be (v T"1v) + o (T, v)
Bp (V; 1/Tl—l) +p (Vn; 1/)

IN

It follows that p (v, v;,-1) — 0 and p (v, v) — 0 because v, — v. Because this is done for arbitrary n
we get p (Tv, v) < € for all e > 0 which implies p (Tv, v) = 0. By definition this is Tv = v, a fixed point.
To show uniqueness suppose for a contradiction that there is " % v such that v =v , then:

07p (v/,v> =p (Tv/, Tv) <fp (v/, v)

But this contradicts 3 < 1. Then v is the unique fixed point.
The second part of the theorem follows by induction. For n = 0,

p (Tvo, v) = p (Tvp, Tv) < Bp (vo, V)

and foranyn > 1,
p (T, v) = p (T"vo, Tv) < Bp (T”‘lvo, v)
The result follows.
O

The contraction mapping theorem is a very powerful and simple theorem, yet its results
can be strengthened by further characterizing the fixed point. So far it has been established
its existence in S and its uniqueness, the following corollary to the theorem allows to locate
the fixed point in a given subset of S.

Corollary 6.1. Let (S, p) be a complete metric spaceand T : S — S a contraction mapping with
fixed point v € S.

(a) IfS/ C Sisclosedand T (S’) C S,, thenves.

(b) Ifin addition there exists s” C S suchthatT (Sl) C S”, thenves .

Proof. Letvy € S and {T™} a sequence in S’ so that T™vy — v, because S’ is closed it follows that
ve §.Ifin addition T (S/> C s” then it follows that v=Tv € S .
O
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Finally a set of sufficiency conditions are established for a mapping on the space of
bounded functions to be a contraction. In most economic applications these conditions
are trivial to check.

Theorem 6.2. (Blackwell conditions) Let X C R! and B (X) be the the space of bounded
functionson X (f : X — R) with the sup-norm. Let T : B(X) — B(X), T is a contraction (with
modulus 3) if it satisfies the following two conditions:

(a) (monotonicity) Let f,g € B(X) and f (x) < g (x) forallx € X. Then T f (x) < Tg (x) for all
x € X.

(b) (discounting) There exists 3 € (0,1) such that T (f +a) (x) < Tf (x) + Baforall f € B(X),
x € Xanda > 0.

Proof. If f (x) < g (x) for all x we say that f < g.

Let f,g € B(X), by definition of the sup-norm f (x) - g(x) < || f-g| for all x € X, then
f(x) < gx)+]| f-gl, using the notation defined at the beginning of the proof thisis f < g+||f - gll,
where || f - g|| > 0is a scalar. Then by hypothesis we have:

Tf<T@E+lf-gh<Tg+Blf-gl = Tf-Tg<BIf-gll

But it also holds that g (x) - f (x) < || f - g|| which implies Tg - Tf < 3 || f - g||- Joining we have,
forall x € X:

ITf () -Tg @) < BIf -3l
Taking sup we get:
ITf-Tgl <BIf-gl
which establishes that T is a contraction.
O

Extended Blackwell conditions. 1also presenta modified version of Blackwell’s sufficiency
conditions for vector valued functions. I first define the relevant set of functions.

Proposition 6.1. Let X C R" and B (X) = {f|f X = RA EIvaxeX If (x)] < Mf} the set of
bounded functions defined on the set X. The space S = B (X) x B (X) equipped with the norm

| ]| = max {||f1||oo, ||f2||oo} = max su§|f1 )|, su§|f2 (x)| ¢ is a normed vector space. It
xe xe

is also a metric space with the metric p (f,g) = || f - &l|-

Proof. The proof proceeds by showing that ||-|| is a norm.
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(a) Clearly ||f|| > 0 and if f (x) = 0 for all x € X then || f|| = 0. Finally:

£l
max {sup |f1 )|, sup|f, (x)|}

xeX xeX

0

0

which happens if and only if sup |f1(x)| =0and sup |f5 (x)| = 0. Again, this happens if and only
if f1(x)=f,(x)= OforallxeX That is, 1ff(x OforallxeX
) llfll = maX{Suplah CIIp SUPI(sz x)l} I(leaX{SHPIﬁ(xI 5uP|f2 |}=|0¢| £
xeX xeX xeX

(c) Triangle Inequality:

1f+3ll max {sup |f1(x) - g1 (X)|, sup |f5 (x) - &2 (x)l}
xeX xeX

IN

max { <sup |£1 ()] + supley <x>|) , <sup |£5 ()] + sup |g <x>|) }
xeX xeX xeX xeX

< max {sup |f1()],sup|f, (x)l} +max {Sup lg1 ()|, sup |g2 (x)l}
xeX xeX xeX

xeX
= I+l

The first inequality follows from properties of the absolute value and the second one from the
inequality:

sup | f; (x)| + sup |g; ()| < max {sup | f1 @) +sup g1 (x)[, sup |f5 (x)| + sup |g2 (x)l}
xeX xeX xeX xeX xeX xeX

(d) Under the above three conditions || f|| is a norm.
(e) Clearly the sum and scalar product of bounded functions is bounded.
O

Proposition 6.2. Consider (S,p) with S = B(X) x B(X) and p(f,2) = || f -g&l- (S,p) isa
complete space.

Proof. The proof starts by showing that a Cauchy sequence in S is formed by Cauchy sequences in
B (X). Then the completeness of B (X) is used to establish the result.

(a) Let {f,} C SbeaCauchy sequence and € > 0. There exists N such that V,, m>n || f = frnl| < €
which is:

max {Sup | f1n ) = frm ()], 8UP | for (%) = fom (X)\} <e
xeX xeX
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Sup‘fln(x)_flm(x)}<€ A sup\on(x)—fzm(x)|<e
xeX xeX

This implies that the sequences { f;,} C B(X) and {f,,} C B(X) are Cauchy with respect to
the sup-norm || f1| = su§|f(x)|.
xe

(b) Because the space (B(X), || f]l,,) is complete, the above implies that the sequences { f, } and
{fon} are convergent in the sup norm. 3¢, f,eB) f1n = f1 A fon = fp- Denote f: 5 — R? as

!

fE)=[fit0) f20] -
(c) Lete > 0. By convergence of { f;,} and { f5, } there exist numbers N; and N; such that:
Ynom [[fin=fillo <€ A Ve [[fon - fall < e

Then for N = max {N7, N»} it holds that:

VisN [fin-fillw <€ A |fon-fall <€
which is:
Vnstup]fln(x)—fl(x)‘<e A sup\fzn(x)—fz(x)|<€
xeX xeX
implying then:
Vn>N max {Sup | f1n @) = f1 )], sup | fa, () - f5 (x)\} <e
xeX xeX

which is:

Vi [ fn - fl <

(d) The above proves that a Cauchy sequence converges on S over the given norm.

O]

Theorem 6.3. (Extended Blackwell) Consider (S, p) with S = B(X) x B(X) and p (f,g) =
|f-gll. Let T : S — S be an operator satisfying

(a) (Monotonicity) f,g € Sand f (x) < g (x), forallx € X, implies T f (x) < Tg (x), forallx €
X, (where f (x) < g (x) is taken in the vector sense, i.e. f1(x) < g1 (x) and f, (x) < g2 (x)).

(b) (Discounting) there exists some 3 € (0,1) such that T(f +A) < Tf (x)+ BA for f € S,
A= [aa]/ eR2andx € X.

Then T is a contraction in S with modulus 3.

Proof. The proof follows closely that of Blackwell’s conditions
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(a) Let f,g € S, and define A = [ If-gl IIf-gll |,itholds that:

fi1)-g1(x) < Ifl(x)—gl(X)lSsgglfl(x)—gl(x)l

IN

max {sup |f1 () - g1 ()], sup|fy (%) - &2 (x)|} =[1f - 8lloo
xeX xeX

By a similar argument f, (x) - g2 (x) < || f - &l/ thenitholds that: f (x) < g(x)+Aforallx € X
(b) By monotonicity and discounting:
Tf(x)<T(g+a)(x) <Tg(x)+PA
which holds for all x € X.
(c) The same argument applies to show that g (x) < f(x) +Aand Tg (x) < Tf (x) + A for all x € X.

(d) Joining:
Tfi)-Tg) <Blf-gll A Tg@)-Tfi) <plf-gl

which implies:

THE-Ta @I <BlIf-gl A |Tf(0)-Tga)| <BIf-¢ll

and then:

sup|Tf1 () -Tgi) <Blf-gl A sup|Tfr(x)-Tg2 ()| < B f-gll
xeX xeX

(e) Finally:

ITf - Tgll max {SUP ITf1(0) - Tg1 ()], Su§|Tf2 (o) - T8> (X)l}

xeX xe

max {B[|f-gll,BIf-gll} =BIf-gll

This is the definition of T being a contraction with modulus f3.

IN

6.2. The Bellman Equation

We start with the infinite horizon consumption savings model. This is the workhorse model
of modern macroeconomics and is known as the neoclassical growth model. There are
two (related) ways of setting up the problem. One resembles the finite horizon problem
already discussed, it is called sequence problem, the other form is to cast the problem as
the solution to a functional equation, this dynamic programming approach has several
advantages that will be presented in the next section.
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As before, consider a discrete time, consumption-savings problem where the agent can
either consume or save (invest) in capital that will be productive in the following period.
The agent derives utility from consumption according to utility function u and discounts
the future at a constant rate 3 < 1. Production only uses capital and the technology is
described by a function f.

The problem of an agent endowed with kg units of capital is:

(e.¢]
v(ko) = max Z Bru (cr) st.ct+tkpy < f(ke) ct, ke >0 kg given
CtyKt+15¢=0 t=0

Provided that u is strictly increasing, a sustained assumption, we can eliminate

consumption as before to get:

v (ko) = ?}ila% > Bu(f (k) -ke) st 0 <k < f(k) kogiven
15 =0

In the sequence problem, much like in the finite horizon problem before, the objective
is to look for an infinite sequence that solves the problem and attains the maximum. This
can prove to be too difficult in practice.

The dynamic programming problem takes a different approach. Instead of trying to
solve the problem for all periods simultaneously the objective is to solve the problem one
period at a time. That is, given the capital stock at the beginning of the period take an
optimal investment decision for the next period. The problem is that, in order to make the
decision, its necessary to know the extra value for the agent of the capital to be saved, we
need a function that represents preferences over next period’s capital.

The DP starts by assuming that we already know such a function. It is called a value
function and is defined as v above. The value function is the maximum value given to the
agent if she starts in a given period with initial capital k. Knowing v it is possible to cast the
following problem:

0<hie F (ko) {u(f (ko) ~ k1) + Bv (ko) }

If we knew v the problem above could be solved. The solution to the problem is a policy
function g : R+ — R+ that gives the optimal capital next period given a capital level today.
That is k; = g (ko).

It should be clear now that if v (k1) gives the maximum value starting in period 1 and the
problem above maximizes that value and the value in period 0 (given by u (f (kg) - k7)) then
the value of the whole problem is given by the maximum above. But that is the definition
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of v, then:

v(ko) = ogl?g}((ko) {u(f (ko) - k1) + Bv (k) }

This is a functional equation, where f and u are known functions, k; is a variable of choice
and kg is given. Then this is an equation in the function v, the solution to this equation is
the value function needed to solve the problem (to find the policy function).

In general solving functional equations is not easy, but this type of functional equation
can be reinterpreted to both establish the existence of a solution and to obtain a method to
find it.

Let u and f be bounded and continuous functions and define an operator T : C (X) —
C(X) as:

Tv(k) = max {u (f (k) - k/> +Bv (k,>}

0<K' <f(k)

boundedness of Tv is immediate for the sum of bounded is also bounded. Continuity is
a consequence of the ToM, the objective function is continuous and the correspondence
I'(k) = {k’|0 <k < f (k)} is continuous and compact valued because f is continuous and
bounded.

The solution to the functional equation, v, is then a fixed point of the mapping T. It is
left to verify that T is a contraction to establish the existence and uniqueness of the solution
to the neoclassical growth model. It turns out that Blackwell’s sufficient conditions are

immediate:

(a) (monotonicity) Let v, w € C(X) and v (k) < w (k) for all k. Then:

Tv(k) = max {u(f(k)—k/>+6v(k/)}§ max {u(f(k)—kl)+[5w<k/)}=Tw(k)

0<K'<f(k 0<K <f(k)
(b) (discounting) Let v € C(X) and a > 0. Then:

T(v+a)(k)= max {u(f(k)—k/>+[5<v(k/)+a)}= max {u(f(k)—k/>+[5v(k/)}+f3a

0<K <f(k) 0<K' <f(K)

In particular:
T(v+a)(k) <Tv(k)+pa

It is possible to further characterize v and the policy function g, for that extra results are
needed.

53



6.3. A general framework and the principle of optimality

The problem to be studied in terms of infinite sequences is of the form:

(0.]
Vv (o) = sup Y PBUF(xr,xp1)  Sitoxpg €T (x) (6.1)
{1} =0

Corresponding to this problem is the following functional equation:

v(x)= sup {F(x,y)+Bv(y)} (6.2)
yer(x)

Above, X is the set of possible values for x, and it is not necessarily an euclidean space,
I': X = X is a correspondence that assigns feasible values of the choice variable and
F: Gr (') — Ris areturn or payoff function. 3 > 0 is a discount factor.

Some conditions have to be met for both problems to give the same solution, in the
sense that v (x) = v* (x) and that the optimal choice of one problem is the the same as the
choice for the other. This equivalence between both problems is called the principle of
optimality. After the validity of the principle has been established the properties of the
solution to FE can be studied.

The conditions for the principle of optimality are stated below and the two propositions
that constitute the principle are shown without proof.

It will be convenient to define the set of all possible feasible sequences for x, given an
starting point xg.

Definition 6.3. The set of all possible feasible sequences starting at xy € X is:
TT(xg) = {foce} g loees1 € T(xe) A xp given}
and x = (xg, X1, X2, . . .) is an element.

Assumption A.1: . T is a nonempty valued correspondence.

Assumption A.2: . For all xj € X and x € TT(xg) the following limit exists (although it
might be infinite):

n—oo

n
lim Y~ B'F (xt, %441)
t=0

Remark. Assumption A.2 holds if F is bounded and 3 € (0, 1).
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Under assumptions A.1 and A.2 TT (xp) is nonempty valued and problem (6.1) is well
posed, moreover they are enough to guarantee that the function v* satisfies equation (6.2).

Proposition 6.3. Let X, I', F and 3 satisfy assumption A.1 and A.2, then v* is a solution to the
FE (6.2):

Vi (x)= sup {F(x,y)+Bv" ()}
yer(x)

For v* to be the only solution to the FE an extra condition is needed.
Proposition 6.4. Let X, I', F and {3 satisfy assumption A.1 and A.2, if v is a solution to the FE
(6.2) and for all xy € X and x € TT (xg) it holds that:

: n —
Lim 3% (xn) =0

then v = v*.

The previous two propositions establish equivalence between the value of the two
problems. It can also be shown that the optimizer of the SP problem also solves the FE in
the following sense:

Proposition 6.5. Let X, I', F and {3 satisfy assumption A.1 and A.2. Let x* € TI (xg) be a feasible
plan that attains the supremum in (6.1), then:

VE(xf) = F (o, x541) + BV* (xF41) (6.3)
Again, under an extra boundedness condition a plan that solves the problem in (6.2)

also solves the problem in the SP.

Proposition 6.6. Let X, I', F and { satisfy assumption A.1 and A.2. Let x* € TI (x) be a feasible
plan that satisfies equation (6.3) and for which lim sup B*v* (x}) < 0, then x* attains the
supremum in (6.1) for initial state xy.

Now we can define the optimal policy correspondence as:

G (x) = {y € T ()" (x) =F (x, y) + Bv* ()}

We say that a plan x is generated by G if it satisfies x;4; € G(x¢). The previous two
propositions imply that any optimal plan of the sequence problem is generated by G* and
that if a plan is generated by G* and satisfies the additional boundedness condition then it
is also optimal.

Now we can concentrate in studying the properties of the DP in (6.2).
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6.4. Bounded problems

Now we concentrate in establishing properties of the solution to the following problem:
v(x) = max {F(x, y)+Bv(y)} (6.4)
yer(x)

G)={yeT)v(x)=F(x,y)+pBv()}

where v is the value function and G the policy correspondence.

Assumptions A.1 and A.2 have to be met for the implications of this sections to be valid
on the original sequence problem. Additional assumptions are also imposed that ensure
that the previous ones are met.

Assumption A.3:. X is a a convex subset of Rl and I' is a nonempty, compact valued and
continuous correspondence.

Assumption A.4:. The function F : Gr (I'") — R is bounded and continuous and 3 € (0, 1).
Because F is bounded and continuous it is natural to think that the solution to equation
(6.4) lies in the set C (X). What follows it to establish the existence of a solution by means
of the contraction mapping theorem.
Define a mapping T : C (X) — C(X) as:

Tf(x)= max {F(x,y)+Bf(¥)} (6.5)
YeT(x)

The solution to (6.4) is then a v € C(X) such that v = Tv. The following proposition
establishes that T is a contraction from C (X) into itself and also some properties of the
policy correspondence G.

Proposition 6.7. Let X, ', F and  satisfy assumption A.3 and A.4, and consider C (X) the space
of continuous bounded function on X along with the sup norm. Then:

(a) T defined in (6.5) maps C (X) into itself.

(b) T defined in (6.5) has a unique fixed point v € C(X), and for all vy € C (X)

[T™vo —v|| < B" lvo - v

(c) Given v the optimal policy correspondence G (x) = {y € T (x) [v(x) = F (x, y) + Bv (1)} is
nonempty, compact valued and u.h.c.
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Proof. Each part is established separately.

(a) Under A.3 and A4 and given f continuous and bounded the function F (x, y) + B f (y) is
continuous in (x, y) and I satisfies all assumptions of the ToM, thus establishing that Tf is
continuous.

Because F and f are bounded then T f is bounded as well. There exists M > 0 such that -M <
F(x, y)+Bf (y) < M for all (x, y), then for all x we have: -M < mlg(x) {F, n+Bf(»)} <M
yel(x

which establishes boundedness of Tf.
Then Tf € C(X) for any f € C(X).

(b) Blackwell conditions are met:

(i) (monotonicity) Let f,g € C(X) and f (x) < g (x) for all x. Then:

Tf(x)= max, {F, +Bf ()} < [max, {F(x, ) +Bg ()} = Tg (x)

(ii) (discounting) Let f € C(X) and a > 0. Then:

T(f+a)(x)= max {F(x,y)+B(f(»)+a)}= max {F(x,y)+Bf(y)}+Ba
yer@) yEr@)

In particular:
T(f+a)(x) <Tf(x)+pa
Then T is a contraction. By the contraction mapping theorem the result follows.
(c) The properties of G follow from the ToM which applies as shown before.
O
Additional assumption will help to characterize v and G better. The corollary of the

contraction mapping theorem is the tool to be used now. First monotonicity can be inherited
by the solution.

Assumption A.5:. Forall y F (., y) is strictly increasing in its first | arguments.

Assumption A.6:. T is monotone in the sense that if x < x theT x)CT <x,).

Proposition 6.8. Let X, ', F and  satisfy assumption A.3 to A.6, and let v be the unique solution
to (6.4), then v is strictly increasing.

Proof. Let ¢ (X) € C(X) be the set of bounded, continuous and non-decreasing functions and
¢ (X) € ¢ (X) the set of strictly increasing functions. Clearly ¢ (X) is closed. By the corollary of
the contraction mapping theorem it suffices to show that T (C/ (X)) - ¢ (X).
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Let f € ¢ (X) and consider x < x . We want to show that T f is strictly increasing. This follows
with A.5 and A.6:

Tf ()= max F(x,)+Bf(y) < max F(x,y)+pf(y)< max F(x,y)+pf(z)=Tf(x)
yere) yer (+ yer(+)

where the first inequality follows from I' (x) C T (x/> , a larger choice set implies a higher than or
equal maximum, the second inequality follows from F being strictly increasing.
O
It is also possible to induce convexity as follows:

Assumption A.7: . F is strictly concave in both arguments.

Assumption A.8:. T has a convex graph.

Proposition 6.9. Let X, T', F and (3 satisfy assumption A.3, A.4, A.7 and A.8, and let v be the
unique solution to (6.4), then v is strictly concave and G is a continuous single valued function.

Proof. Let c (X) be the set of concave, bounded and continuous functions and ¢ (X) the set of
strictly concave, bounded and continuous functions. The set c (X) € C(X) is closed and that

¢’ (X) C ¢ (X). To show that v is strictly concave we use the corollary of the contraction mapping
theorem. / ,
We want to show that for all f € C (X) it follows that Tf € C (X) where

Tf(x)=Tf(x)= max F(x,y)+Bf(y)
yer)

So let f be weakly concave on x, bounded and continuous. let x;, xo € X and A € (0,1) and define
xpn = Axg + (1-A) 2. Let y; € G (x;) C T (x;) and, by A.8, y5, =Ay; + (1-A) ¥y € T (x)):

Tf(a) = max F(x,y)+pf(y)
yel(x)

F (x5, y3) +BS (1)

F (20, y2) *ABS (31) + (-2 BSf (¥2)

AF (x1, y1) + (L= F (x2, ) +ABSf (1) + 1= BSf (¥2)

ATf (x1) + (=N T (x2)

where the first inequality follows from y, being feasible at x,, the second one from f being concave

and the third one from A.7. The final equality is obtained rearranging and recalling the optimality
of y; and y, under x; and x; respectively. Joining results we get

v IV IV

Tf @) > ATf (1) + (1-A) Tf (x2)
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Then the “image” of any concave function is a strictly concave function. This provesthat T f € ¢’ X).

Then by the corollary of the contraction mapping theorem the unique fix point of T belongs to c'.
That is, v is strictly concave.

Finally, consider the policy function G (x) = argmaxF (x, y¥) + v(y). Because F and v are strictly
Yer(x)
concave the single valuedness and continuity of G follow as an immediate consequence of the ToM
under convexity part (ii).

O
Finally there are conditions for v to be differentiable, allowing the use of first order
conditions.

Assumption A.9: . F is continuously differentiable on the interior of its domain, Gr (A).

Proposition 6.10. Let X, I', F and (3 satisfy assumption A.3, A.4, and A.7 to A.9, and let v be the

unique solution to (6.4). If xo € IntX and g (xp) € IntT" (xg) then v is continuously differentiable
at xy with derivatives given by:

vi (xo) = F; (x0, § (x0))

Proof. Stokey, Lucas, and Prescott (1989, sec. 4.2, pp. 85).
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7. Stochastic Dynamic Programming

We now want to establish the basics of dynamic programming problems where (some
of) the states are subject to stochastic variation. We want to allow the variation in the
stochastic variables to be serially correlated and for that we use the concepts developed
for Markov processes in Section 5. The results below are a summary of those in Chapter 9
of Stokey, Lucas, and Prescott (1989).

The basic problem takes one of two forms:

v(k,2) = k’e?{)l,gj‘((k)] {U <zf (k) - k,> +p3 /zv (k/, z/) Q (z, dz/> } (7.1)
Vo= max {vw-n+s [v(r-7.5) e (a)} (72

The key mathematical feature in the two models is the expectation over future values of
the state z taking as given the state’s current value. The conditional distribution of Z is
given by the transition function Q.

The key economic difference between the two problems is the degree of control over
the future value of the states. In the first problem the future value of state k is perfectly
controlled and there is only uncertainty over the future value of z. In the second problem
the value of the first state is only known until the following period. Only the choice y is
known by the decision maker, but the value of K = y- z depends on z.

The second problem is of course more general and it also allows for more flexible
numerical methods for the solution of the functional equation. See Phelan and Eslami
(2022).

The general form of the stochastic dynamic programming problem is cumbersome
because of the required notation to take into account the stochastic process induced by
the choices of the decision maker. However, the end result is basically the same as in the
non-stochastic case of Section 6. Most importantly, the principle of optimality and the
contraction mapping theorem still apply.

In what follows we cover the basic definitions that will be useful to establish what
constitutes a solution to the stochastic dynamic programming problem. We will later use
these to construct a competitive equilibrium in decentralized economies. We will do this
for the first type of problem shown above. Even though it is less general, the basic concepts
are clearer in it and it maps better to the neoclassical growth model, leading example to
come.

We start by defining measurable spaces for the endogenous state (X, X) and the
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exogenous (stochastic) state (Z, Z), as well as their product that forms the state space of
the problem (S,8) = (X x Z,X x Z). We also impose that Q is a stationary transition
function, particularly that it satisfies the Feller property (definition 5.3) preserving
continuity and boundedness.

The decision problem consists in choosing the future value of the endogenous state,
a choice y from a feasible set characterized by the correspondence I' : X x Z — Z. The
graph of T'is A = {(x, ¥,2) |y € I' (x, 2) }. The payoff function is F : A — R and the decision
maker discounts future payoffs at a rate 3 > 0.

7.1. The Sequential Problem

The sequential problem is where most of the notational complications arise. The decision
maker takes as given some initial state (xg, 2g) and then makes contingency plans that
specify actions in future periods depending on the realization of shocks up until then (the
information available). Importantly, the plans depend only on the history of shocks (the
exogenous state) as the endogenous state, x, is chosen every period, except for the first.
The objective is to maximize the present discounted expected payoff. The expectation is
over the possible sample paths for the realization of the shocks. This requires dusting off
the notation on stochastic processes developed after definition 5.7.

Definition 7.1. (Contingency Feasible Plan) Let (Z t Zt) be a measurable space over the
partial history of shocks in periods 1 through t. A feasible plan is a value 7y € T (xp, 2p) and
a sequence of measurable functions 7i; : Z! — T (1 (2°71) , 2¢). Denote by TT (sp) the set
of plans feasible given sy = (xg, 2)-

The measurability conditions over the (choice) functions 7; implies that we can
compute probabilities over the outcomes (decisions) given the probabilities on paths
implied by Q. Recall that Q is a function over (Z, Z) so that, given sy, we can define the
probability measure u! (g, -) : 2¢ — [0,1] as in definition 5.5. This function establishes
probabilities over sequences of shocks 2’ and allows to compute expectations over payoffs
F (-) provided that F is measurable with respect to the appropriate o-algebra on A (defined
as A = {Ce X x X xZ|Ce A}) and that the function F is integrable (either by being
always positive or negative, or by being integrable with respect to u’ given any feasible
plan 7t € TT(sp)). These conditions allow us to define the (period-t) discounted payoffs

ug (7, So) = F (xo, 70, 20) ;
n

tn (1, 50) = F (x0, 70, 20) + Y _ B' /Zt F <7Tt-1 (Z_l) ) Tit (Zt) ) Zt) uf (Zo; dZt) ;

t=1
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and its limit

u(m, so) = lim un (75, o) -
This finally allow us to define the sequential problem of the decision maker:

v*(s) = max u(m,s) (7.3)

mell(s)

Just posing this problem is a mouthful. Solving it is even worse. First, just evaluating the
probabilities along the sample path becomes increasingly taxing. For instance, even if the
exogenous state could take only two values, there are over a thousand possible histories
after 10 periods (and the number gets prohibitively large for 100 periods). Each of these
histories has its own contingent plan, that is evaluated depending on its probability.

When the decision maker does not have perfect control over the endogenous state
variable as in the second problem in (7.2) we must also define a law of motion for the
endogenous state variable

G: X xXxZ—X

so that x = ¢ (x, 2 z/) is the next period’s endogenous state. This law of motion interacts
with the contingent choices of the control, y, to generate a contingent plan, that is now

Definition 7.2. (Contingency Feasible Plan’) Let (Z?, 2') be a measurable space over the
partial history of shocks in periods 1 through ¢. A feasible plan is a value 7y € T (X, 2p) and
a sequence of measurable functions n; : Z' — T («f (2"),%), where
xF(z) = ¢ («F; ('), me1 (2771, 2¢) is defined as the (contingent) path of the
endogenous variable given the plan 7. Denote by TT(sp) the set of plans feasible given

so = (%0, 20)-

The implication of the changes to the problem is that we now have two stochastic
processes. One is the exogenous state variable z, that we treat just as before. In the first
type of problem this process is enough to describe the problem as it completely describes
the process of choices, y, and hence of the endogenous state x = y. In this more general
case we have to interface the process for z through the law of motion ¢ to obtain the process
for x given a plan 7.

7.2. The Recursive Problem

The alternative to the sequential problem is to exploit the Markov nature of the exogenous
(stochastic) state. Because z; follows a Markov process we do not actually have to carry
around the whole history of shocks and instead we can subsume it in its current realization
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z;. However, this is not enough to determine the choice of the decision maker. In the
sequential problem, the sequence of the exogenous state z?, along with the initial value of
the endogenous state x(, contained all the information needed to know the current state
given a contingent plan. If we drop the history of the exogenous state in favor of just its
current realization, we have to introduce the current value of x that contains the (relevant)
information about the previous shocks.

The problem is now

v(x,2) = max ) {F(x, ¥, %)+ B/v (y, z/> Q (z, dzl) } s (7.4)

yel(x,z

with its associated policy function (or in general a correspondence)

G(x,2)= {ye F(x,z)|(x,z):F(x,y,z)+[3/v<y,z/)Q<z,dz/>}. (7.5)

The policy function G is the object of interest for most problems as it describes the
actions of the decision maker and, as we will discuss below, it induces a distribution over
the outcomes of the model at the core of representative and heterogeneous agent models.

In the second type of problem in (7.2) the recursive formulation introduces the law of
motion ¢:

v(x,2) = max ) {F(x, ¥,2)+ 3 /v (d) <x, 2 z/) ,z/> Q <z, dz,> } . (7.6)

yel(x,z

7.3. The Principle of Optimality

The first half of the principle of optimality comes easily. We can construct the optimal
contingency plans 7t; out of G. The general construction is simple but required worrying
about measurability when G is a correspondence. When G is a function we can simply
construct the contingent plans recursively as

9 =G(Sp), .-, ¢ (zt> :G<7Tt_1 <zt>,zt>,...

This construction of 7t is immediately feasible and measurable. It is left to show that a
contingent plan constructed this way satisfies the optimal value of the sequential problem,
v*. The following theorem gives conditions for this, the proof is in Theorem 9.2 of Stokey,
Lucas, and Prescott (1989).

Theorem 7.1. Let (X, X), (Z,2), Q, F, T, and 3 be given. I' is non-empty valued and allows for a
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measurable selection. F is A-measurable and integrable (see Assumption 9.2 in Stokey, Lucas, and
Prescott 1989). Let v* be as in (7.3) and v as in (7.4) such that

: t t-1 t t\ =
i (e (57). ) ) =
for all feasible plans t € T1(sg) and all initial states sy € X x Z. Finally, let G be defined as in
(7.5) and suppose that it is non-empty and allows for a measurable selection.

Then, v = v* and any plan 7* generated by G achieves the maximum in (7.3).

The result can be strengthened to show that a contingent plan is optimal if and only if
it is generated by G. But the details do not add to the intuition of these problems. It can
also be shown to apply to the more general problem in (7.2) under slight modifications to
the assumptions of the theorem.

Section 9.2 of Stokey, Lucas, and Prescott (1989) focuses on bounded problems of the
type most commonly encountered in economic applications and establishes how to apply
a version of the contraction mapping theorem that leads to the construction of solutions to
the dynamic programing problem in (7.4) and shows that the Envelope theorem applies to
these problems (under additional continuity assumptions) so as to obtain the derivatives
of the value function v in therms of the payoff function F.

7.4. Markov Processes over States

Consider again the dynamic programming problem in (7.4) and suppose that its solution is
a policy function G (single-valued). The objective is to describe the behavior and properties
of the sequence of states {s;} = {(xt, 2¢)} as a function of the properties of the transition
function of 2z, Q, and the policy function G. More precisely, the objective is to show that {s;}
follows itself a Markov process with some transition function P.

The main result here is

Theorem 7.2. Let (X, X) and (Z, Z) be measurable spaces with their product space (S, 8) also
measurable. Let Q : Zx Z — [0, 1] be a transition function for the exogenous statez and G : S — X
a policy function for the endogenous state x.

If G is measurable with respect to Z then the function P : S x 8§ — [0, 1] defined as

Q(z,B) ifG(x,z)cA
0 ifG(x,z) ¢ A

P((x,2),A x B) =

is a transition function on the state space (S, 8) defining a Markov process.
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So, out of the solution of the dynamic problem comes a stochastic process for states.
In this case the process is quite straightforward: the exogenous state evolves according
to Q (2, -) and the endogenous state evolves deterministically because the decision maker
has full control over it <d) (x, Vs zl> = y). Because the evolution of the endogenous state is
deterministic it either is in a set A € X, or it is not. If it is, then the transition function P
just needs to care about the conditional probability of Z €EBeY given the current value of
the exogenous state, z.

This construction of the Markov process will be crucial for the study of heterogenous
agent models in part III.

We now turn to the properties of the Markov process characterized by P. Unsurprisingly,
P inherits its properties from Q.

Theorem 7.3. Consider the following conditions:
(a) X is a convex Borel set in RY with Borel subsets X;

(b) either Z is countable with Z = 2% its power set (set of all subsets) or Z is a compact (Borel) set
in R¥with Borel subsets Z and Q satisfies the Feller property;

(c) Gis continuous.
If all conditions are satisfied, then P satisfies the Feller property.

This result is important because, as seen in Section 5, the Feller property is key for
most results in Markov processes that we care about. All the conditions in the theorem are
used so that continuity makes sense. When Z is countable continuity is immediate on 2
and so Q already satisfies the Feller property. The insistence on Borel sets plays a similar
role when the sets are uncountable.

The main offshoot of this Theorem is establishing the existing of an invariant
distribution for the states under the solution of the dynamic programming problem. This
is what we refer to as the stationary distribution of the states. See Theorem 5.4. When P also
satisfies the Monotone property the invariant distribution is unique and the distribution of
states converges to it, as in Theorem 5.5 when X and Z are rectangles in Euclidean spaces.

When the endogenous state evolves according to the law of motion ¢ <x, 2 z/) we must
adjust the construction of the transition function for the states. The key difference is that
x is now stochastic and the is therefore a distribution over its possible values given the
previous state (x, z). This distribution is constructed from G and Q similar to the case above.

To better understand the construction of the Markov process take a step back. The
transition function P ((x,2),A x B) is answering the question of how likely is it that
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(x/, zl> € A x B given the values of (x, 2). But the value of x = ¢ (x, ¥, zl> depends on z.

In fact, % is the only unknown given that we have (x, 2). So, we can ask what is the set of
values of 7 that would make x € A hold and then see if those values of z’ are also in B.
Call that set H and define it (in general as a correspondence) as

H((x,2),A) = {z/ €Z|x/ =¢ (x,G(x,z),z/) EA}.

The probability that (x,, z/) € A x Bgiven (x, z) is then the probability that Z € HNB

given z, so we define the transition function as
P((x,2),A x B) = Q(2, H((x,2),A) N B).

Under appropriate assumptions P inherits the Feller property from Q as above.

66



8. Stochastic Recursive Competitive Equilibrium

We now turn to study dynamic economies subject to shocks using the tools developed
above. The type of economies we are interested in are those in which individual agents
interact with each other through markets. The main feature of these economies is therefore
the price-taking behavior of agents. This is as opposed to models of imperfect competition
or models of search friction with bilateral trading covered later in the course.

We start by describing the Neoclassical Growth Model, which constitutes the backbone
of most models used in macroeconomics. The economy is populated by a representative
firm and a representative household.’” For now, there is no government. We first outline
the problem of the firm and the household and then discuss how to cast them recursively,
how to understand the stationary equilibrium, and how to compute the solution.

The firm produces using a constant-returns-to-scale technology that combines capital
and labor. The firm chooses capital and labor to maximize its profits every period taking
as given its current productivity (2;) the period’s prices: the rental rate of capital (r;) and
the wage rate (wy). In this formulation, the problem of the firm is static:

T = {r]::j;(} f (zt, ks, 2?) —(re +0) ks - wtﬂf.

The household chooses contingent plans for consumption and labor (or equivalently
leisure) taking as given the return on their assets (r;) and the wage rate (w;). The household
owns the firms and hence receives the profits the firm generates (71;), which are also taken
as given by the household. In the deterministic case, the household problem is

oo

max Rlu(c, () s.t. ¢t + a1 = (L+ 1) ap + wily + 714,
{eelelo 1o

for some initial value of assets ajy. The solution of the household problem is complex
because the consumption and labor plans have to be contingent on any sequence of
{(rt, wt, T)} that can arise. We will return to this problem later.

’A more formal and complete formulation of the model would introduce a continuum of agents (or
households) and firms who populate the economy. The households would be price takers and their
preferences would have to be homothetic. The price-taking assumption makes their constraints linear,
or put another way homogeneous of degree one, the homotheticity ensures that their choices are scale
free, so that the choice of an agent with half the income of another agent is to consume half as much of
every good. The firms would also be price takers and operate a technology that has constant-returns-to-scale
(homogeneous of degree one). This ensures that the production choices of the firms scale one-to-one. These
assumptions are enough for aggregation into a representative household and a representative firm.
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Equilibrium requires that markets clear along any sequence of prices, so that
= 6?; at = kt; Cttap = f (2t, kt, €)+(1-0)ar

However, the variable z; is exogenous (it is not determined by any decision maker in
the economy) and random. In particular {z;} follows a Markov Process with transition
function Q and initial value zj. This requires some extra notation can help describe the
economy. To make things simpler we assume (for now) that z takes on finitely many values.
Let 2! = (29, 21, - - ., 2¢t) be the history of shocks in the economy, taking z; as given, and S*
the space of all histories, and p; (z?) give the probability of history 2! (3 ,rcqr 1t (27) = 1).
Then, the problem of the household can be formally written as

= w35 (e (), () )

{at(:),ce (), ()} o5 siegt
w525 52 [0 ) ) () () ) - () ()]
1=0 ztezt

where we abuse notation by writing ay (271) = kg and p; (") is the price of future resources
(the stochastic discount factor).

An Arrow-Debreu equilibrium of this economy is therefore defined as sequences of
functions that depend on histories of shocks. That is, an equilibrium is a set sequences for

quantities {at (),¢: (), 8 (), ke (), 0 (), e (.)} and prices { p, (), 7 (), w; ()} such that

(a) Households maximize the present discounted value of utility with {a; (:), ¢t (), & ()},
taking as given prices { p; (), 1+ (-), ¢ (1) } and transfers {m; (s*) }.

(b) Firms maximize their period profits with {kt (-),E‘ti(-)} taking as given prices
{re (), we ()}

i () = F (ke (=) 8 (1)) = (r (=) +8) e (1) e (=) 8 (<)
(c) Markets clear for every history
a(#)=t(#); () =k(<);
et (1) +aun (%) = £ (s ke (=) b6 (=) ) + - ) (o).

(d) The initial conditions are satisfied, so that a (z‘l) = ko.
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In the Arrow-Debreu equilibrium all trading happens at time 0, taking as given (ky, 2g). We
can alternatively define a sequential markets equilibrium for this economy. This definition
avoids introducing the stochastic discount factor. WE instead have the equilibrium be a
set sequences for quantities {at )yt (), 8¢, ke (), E‘ti (), (-)} and prices {r¢ (), wr (*)}
such that

(a) Households maximize the present discounted value of utility with {a; (:), ¢t (), & ()},
taking as given prices {r; (-), w; ()} and transfers {7 (s*) }.

v{ao) = {ax( ),r?t?xet )}Z Z Bu ( ( ) < t)) au (Zt>
s.t. (1 + 1t (zt» az (zt‘l) + wt (z ) (i (z ) + 714 (zt> > ct (zt> a1 (zt> ViV ogtezts

(b) Firms maximize their period profits with {kt (-),Ef(-)} taking as given prices
{re (), we ()}

i (1) = (ke (1), 6 () = (12 () =) e (1) e (<) € (<)

(c) Markets clear for every history
u(#)=t(#);  a(@)=k(<);
Ct (zt> + apq (zt> =f (zt, k¢ (zt> , 0t (zt>) +(1-0)a (zt'1> .

(d) The initial conditions are satisfied, so that ag (271) = k.

The sequential problem of the agents in this economy must therefore keep track of an
impossible large state vector because the optimal choices depend on its complete history.
Tackling this problem proves to be impractical if not impossible. Because of that we seek
to re-formulate the household’s problem in its recursive form. Doing so will also provide
us with a definition of recursive competitive equilibrium (RCE).

8.1. Recursive Competitive Equilibrium

The objective now is to cast the problem recursively. This allows us to provide a clearer
definition of equilibrium and (later) to solve the problem using the tools of dynamic
programming developed above and the computational tools introduced below.
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The main question of the recursive problem is what constitute the relevant state of the
economy. Crucially, the household is a price taker: they have no clue about the aggregate
effect of their choices. Equivalently you can think of the household as atomistic, so that
they know that their (individual) actions have no effect on the aggregates of the economy.
However, the states must provide enough information to solve the problem and to forecast
how the states themselves evolve.

In general we have s; = (az, 2z, I't) be the state of the individual representative household,
it includes the household’s capital (a), the aggregate productivity (z), and the distribution
of states in the economy (I'). Keeping track of the distribution of states is in principle
necessary in order to compute prices. The sequential problem circumvents this problem
by making all variables (prices included) depend on the full history of exogenous shocks.
That, of course, contains all the information necessary. However, the recursive problem
cannot depend the history of states, s* = (sg, 51, . . . , S¢).

To solve this issue we use the structure of the economy. The key is that the economy we
are studying can be aggregated. This means that the underlying distribution of households
does not matter and that only the aggregate (average) capital is relevant: K; = [ a;dly.
Because of this, an individual household only needs to keep track of aggregate capital
and not of the whole distribution. Crucially, knowing the aggregate capital is enough to
compute the relevant prices in the economy. This makes the state s; = (a, 2, K).®
The household’s recursive problem is then

/ !/ / !/
V( a , z2,K )= rrza)/( u(c,€)+[3LV(a,z,K)Q(z,dz)
Ind. State Agg. States 654 }

s.t. c+a/=(1+R(z,K))a+W(z,K)€+T[(z,K);
K =Gy (z,K).

This problem looks a lot like the dynamic programming problems we h ave discussed
before, with the exception that it has to include functions that map the aggregate states into
prices, 7 = R (z,K) and w = W (2, K), and profits, IT (2, K), and that incorporate the evolution
of the aggregate state, Gy (2, K). These functions are taken as given by the household and
are found as part of the equilibrium defined below.

An Recursive Competitive Equilibrium (RCE) is a set of a value function V, policy
functions g and gy, updating functions G and price and profit functions R, W, and IT, such

8The state is often written as (k, z, K) emphasizing the difference between the “little k” faced by an
individual household and the “big K” faced by the economy as a whole.
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that:?

(a)

(©)

The value function V and policy functions g, and g; solve the household’s dynamic
programming problem, taking as given the updating and price functions G, R, W, and
IT.

The firms maximize profits taking prices as given. This implies that the pricing functions
R and W satisfy the firm’s first order conditions

R(Z)K) :fk(z)K)Gf (Z)K))_6 W(Z,K) :ff (Z)K) Gf (Z)K));

where L = Gy (2, K) gives the aggregate equilibrium level of labor as a function of the
aggregate states. And profits satisfy

”(Z)K) :f(Z,K,Gg (Z,K))—(R(Z,K)+6)K—W(Z,K)Gg (Z;K)

Note: The price and profit functions are evaluated at the equilibrium levels of capital,
K, and labor, L = Gy (2, K), and not at the firms’ capital and labor demand. This already
imposes market clearing for the capital and labor markets because the aggregate
variables are consistent with households’ supply of assets and labor, as noted below.
Walras’ law then implies that the good’s market clears.

Updating functions G, and Gy are consistent with individual optimization

Gk (Z; K) =8a (K) 2, K) 5
Gf (Z) K) =& (K) 2, K) .

Note: This consistency condition plays two roles. First, it acknowledges that the
household is a representative agent, so that, even though the household acts
individually without having any effect on aggregates, the household assets a are equal
to the aggregate capital K (from the point of the view of the economy, but not of an
individual household). This is captured by evaluating the policy functions of the
household in (K, 2z, K) and by making the evolution equation for aggregate capital G;

9The definition of an RCE can be equivalently be done in terms of stochastic processes for the equilibrium

variables (capital, labor, prices, etc.). That is, the equilibrium is the processes for quantities and prices. These
stochastic processes are the equivalent of the sequences of quantities and prices that define a non-stochastic
equilibrium. However, defining the equilibrium in that way is cumbersome. The stochastic processes are all
constructed from the underlying Markov process for z and the policy and price functions that define the
RCE. The construction is carried out as shown in Section 7.4.
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consistent with household savings g,;. Second, it acknowledges market clearing by
making the aggregate equilibrium labor L = Gy (2, K) be consistent with household
labor supply, g;.

Crucially, consistency only has to apply in equilibrium. This allows us device an algorithm
to solve for the RCE. The key is that consistency does not have to hold as you converge to
the equilibrium because the household dynamic problem can be solved given any update
functions.

Algorithm

input :Guess for updating functions (Gy, Gy)
output:V, gz, &, Gy, Gy

1. Solve the DP problem of the agent given Gy, Gy:

(V, 8, 80 = T(V; G, Gy) (a fixed point problem) ;
2. Update updating functions:

Gi(z, K) = g1(K, 2, K)  Gi(z, K) = g(K, 2, K) ;
3. Check convergence in updating functions ;

4. Repeat (1)-(3) until convergence ;
Algorithm 1: RCE Algorithm
Solving the problem requires solving the fixed point characterizing the solution to the

household’s Bellman equation. Unfortunately, this implies that the curse of dimensionality
applies because you have to solve the agent’s problem off-equilibrium. That is, you need
to know g (a, 2, K) for any combination of (a, K), even though in equilibrium a = K. For
efficient economies, where the first welfare theorem applies, we can avoid this problem by
focusing on the planner’s problem and then constructing the equilibrium prices. However,
most applications involve economies with market failures, or distortions (like taxes!) that
prevent us from doing this.

8.2. Stationary Equilibrium: What does it mean?

We now discuss a key property of the equilibrium. When the process for the exogenous
shocks is stationary and the problem of the firm and the household satisfy certain regularity
conditions, the equilibrium converges to a stationary equilibrium. The objective of this
subsection is to discuss what that means.

First we discuss informally what the regularity conditions are. What we want is to
establish conditions that produce “well-behaved” policy functions for the endogenous
states (capital in this case), that is, continuous and monotone. The problem must also
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satisfy standard Inada and transversality conditions that guarantee that it is effectively
bounded.

Continuity is inherited from the continuity of payoff functions (in this case u and f)
and the properties of the feasible correspondence. See the Theorem of the Maximum for
more on this. It also requires that the Markov Process for z satisfies the Feller property
(because of the expectation in the value function).

Monotonicity requires having a sense of what is “better” in the context of the problem.
We interpret z as productivity and hence it makes sense to interpret higher values of z as
being better. For the resulting solution to be monotone in the states (k, 2, K) we need the
payoffs to be monotone (as we usually assume), the transition function Q to be monotone
(see Definition 5.4 and Proposition 5.5).

Crucially, the conditions imposed over the Markov process for z already guarantee that it
is a stationary process with a unique invariant distribution to which it converges, regardless
of its initial condition, zy. The question is whether the stochastic process followed by the
equilibrium variables (capital) are also stationary and converge to an invariant distribution.
The stationary equilibrium is then just a recursive competitive equilibrium for which the
stochastic process of the endogenous variables is stationary.

The concept of the stationary equilibrium is immediate in the non-stochastic case. Then,
policy functions map (deterministically) a value of the endogenous state (capital) into a new
value for itself. A sequential markets equilibrium and a recursive competitive equilibrium
are defined just as in the previous subsection, except that they do not depend on the
history of shocks (as there are none). The equivalent of being stationary and having an
invariant distribution is then to have a single steady-state value that satisfies the equilibrium
conditions. Intuitively, the deterministic case is like the stochastic one with degenerate
distributions, so the invariant degenerate distribution puts full probability on a single value
of the variable. That is the steady state.

In the stochastic case, the equilibrium is composed by functions that map the realization
of the stochastic process for productivity (z) into values for quantities (K) and prices (r, w).
When these functions are measurable with respect to the underlying productivity process
they form themselves a stochastic processes (the sequence of the random variables for
quantities and prices). The construction of these stochastic processes is carried out as in
Section 7.4. Then, the stationary equilibrium is an endogenously determined probability
distribution over the state variables, with the properties of a Markov chain induced by the
policy functions and the exogenous process for shocks.
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8.3. Profit Maximization: A note

Remark. This sub-section reproduces lessons taught by Tim Kehoe at the University of
Minnesota.

We often assume that the production function has constant returns to scale, that is,
that it is homogenous of degree 1. This is in part for making possible the aggregation of
the economy from individual competitive firms having the same behavior (at scale) than a
representative price-taking firm. This assumption has important consequences for how
we set up the firms’ problem. The objective of this note is to make these consequences
apparent. Before tackling them, it is useful to state Euler’s theorem for homogeneous

functions.
Definition 8.1. (Homogeneous Function) A function f : RN — Ris homogeneous of degree

g>0if f (A-X) =A8. f (X) for A > 0.

Theorem 8.1. (Euler’s Theorem for Homogeneous Functions) Let f : RN — R be differentiable

function homogeneous of degree g. Then ag J(Cx) is homogenous of degree g - 1 foralli € {1,...,N}

and
N

gf=y"U0,.

0x;
i=1 l

There are three main implications of Euler’s theorem for the equilibria of

macroeconomic models with constant returns to scale production functions.

1) Profit maximization is ill-defined. Consider the profits of a price-taking firm that
produces renting capital and hiring labor with a technology described by Y = zF (Kd, Ld>

that has constant returns to scale, so that F (?\Kd, ?\Ld> = AF (Kd, Ld> for A > 0. The profits
of the firm, 7, also have constant returns to scale. To see this let

n <Kd, Ld) = 2F <Kd, Ld> ~(r+8) K4 - wLd
and consider an increase in the scale of the firm by a factor of A > 0. It is immediate that
71 ()\Kd, )\Ld> = oF ()\Kd, )\Ld> —(r+ ) AK? - wAL? = A (Kd, Ld> .

This has an important implication for firm behavior: If the firm makes a profit when
demanding K4 units of capital and L% units of labor, 7 (Kd, Ld> > 0, then it can scale up
that profit by scaling up that demand. Hence the optimal scale of the firm, and hence it
demand for inputs, would be ill-defined (it would be infinite). If the firm makes a loss for
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all (Kd, Ld> , TC (Kd, Ld> < 0, then it is optimal to set K¢ = L4 = 0 and not produce. Finally
there is a knife edge case where 7t (Kd, Ld> = 0 for all (Kd, Ld>, but the firm’s scale and
demand for inputs is still ill-defined because the firm is indifferent between any scale of

production.
This makes the profit maximization problem ill-defined because the answer to

max 7t (Kd, Ld>
{K%,L}
is either 0 or infinity and there is no optimal scale for the firm (other than the case in which

the firm does not operate) .

2) Equilibrium profits must be zero. Despite the profit maximization problem being ill-
defined it does tell us that the only equilibrium outcome arises in the knife edge case of
zero profits. This is has to be the case for the firm to operate but have a finite scale, and
hence a finite demand for inputs.

Turns out that this is precisely the case that arises when prices reflect the marginal
product of inputs. The reason lies in Euler’s theorem. The constant returns to scale

technology implies that
e (Kd, Ld) = oF <Kd, Ld) _(r+8) K- wrd

= 2F <Kd, Ld) ~ oFg (Kd, Ld> K9 - zF; (Kd, Ld> 4

= 2F <Kd, Ld> _2F (Kd, Ld>

=0.
3) Firms cost minimize. The condition for zero profits above is true only if the prices
coincide with the marginal product of inputs given the firms’ input demand. How can
we guarantee this coincidence? The answer lies in the firms’ cost minimization problem.

Regardless of the scale of the firm, the firm will always minimize its cost given that scale.
So it holds true that

C(Y)= min (r+8K4-wlé st zF (Kd, Ld) <Y
{K4,L4}

The first order conditions of this problem give us
(r+8) = paFy (Kd, Ld> w = uzF <Kd, Ld) )
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where p is the Lagrange multiplier of the constraint that we can (later) normalize to one.

Euler’s theorem helps again. The marginal products are homogeneous of degree zero
because the production function is homogeneous of degree 1. Put another way, the marginal
products are scale-invariant. That means that we can write

K¢ K¢
(r+9) = uzFg (ﬁ’ 1> w = uzFr, (E, 1) .

This has two important implications. First, the marginal products of inputs depend only
on their ratio and not on the their individual scale. So, the condition for zero profits only
requires that the firm input demand has the same ratio as the one implied by prices. Second,
the optimal ratio of input demand is determined by the ratio of prices, implicitly by the
following equation:

Kd
r+d _FK (ﬁ’1>

= .
v R (5

This is actually crucial, because it guarantees that, given prices r and w, the firm will

optimally choose the precise ratio of inputs that makes zero profits hold.

It is left to determine prices and the scale of production. This is done in equilibrium.
Market clearing demands that the level of output is consistent with the aggregate demand
in the economy (consumption, savings, government spending, etc.) and that the labor and
capital used in production are the same as the assets and labor supplied by households.
Then, the same equation of the ratio of prices and inputs used to determine the optimal
demand of inputs given prices, is used in the inverse manner to determine the equilibrium
ratio of prices given the supply of assets and labor. Similarly, the scale of production is
obtained by agree An equilibrium allocation equates the demand and supply of capital and
labor. The scale is then provided given Y coming from aggregate demand.

The bottom line is that, in equilibrium, the ratio of prices and the ratio of inputs are
determined by technology and the scale of production is demand-determined.

This can be seen in the definition of the RCE at the beginning of this section where
prices were obtained as

R(Z)K) :fk(z}KJ G€ (ZJK))_6 W(zJK) :fﬂ (ZJKJG€ (zJK)))

with K being the aggregate assets in the economy (a state) and L = Gy (2, K) the aggregate
supply of labor in the economy (consistent with household optimization).
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8.4. Computing the Equilibrium: Value function iteration (the discrete case)

The objective is now to illustrate how to compute the equilibrium. We take advantage
of the fact that the the economy we described is efficient and that we can therefore use
the planner’s problem to construct all the equilibrium functions. We further simplify the
problem by getting rid of the labor choice. This simplifies the exposition. The planner’s
problem is to choose aggregate quantities subject to feasibility:

VK, 2) = max u(C) + b /Z % (K’, z’) 0 (z, dz')
st.  C+K = f(z,K)+(1-5)K.

The solution to the planner’s problem immediately gives us the equilibrium for individual
quantities {c, a, k} and prices {r} by setting

c=C k=a=K r=fi1(z,K,L)-5.

We can solve the problem using value function iteration. The key is that, unlike the
household problem above, we do not need to condition on the functions for prices or

aggregates.
Algorithm

Result: Fixed Point of Bellman Operator T

n=0; V0 eS; disty = 1;
while n < N & disty > tol y do

vl = Ty
)
disty = d (V™1 vm);
end

if disty < toly then

‘ Obtain g from TV
else

‘ You are in trouble... something went wrong;
end

Algorithm 2: Value Function Iteration
While actually solving the problem as posed can be challenging (because of the

difficulties in making continuous choices and taking expectations) it is possible to
approximate it with a related (and much simpler problem) in which the whole problem is
discretized. This is the simplest implementation of value function iteration. The key
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advantage is that there are no continuous choices (or integral), instead, the problem
consists in choosing the best value of capital from a pre-specified and fixed grid (hence its
common name of grid search).

The approximation of the (continuous) dynamic programming problem with a discrete
one does not require the use of derivatives and is robust to complications such as kinks in the
choice set, or asymmetries in the functions being used. It is also very easy to implement.
However, it is not (in general) a very precise approximation, and it has a low rate of
convergence, making it slow. This problem is compounded by the curse of dimensionality,
which bites particularly hard for discrete problems because they require large state spaces
in order to improve the accuracy of the approximation (more on how to gauge accuracy at
the end of this section).

The discrete problem is

J
()=, o, U (k-0 K)o n 0 ()

J =1

where we have replaced the constraint, leaving consumption implicitly defined by the
choice of capital which is now discrete. Conveniently, everything in the problem is now a
vector or a matrix:

V=[Vi]-}; E:[kl,...,kﬂT; E:[zl,...,z]}T; ﬂ={ﬂ..z=Q<zj,{z./})};
U= [Uijh:u(zjk;x k= [kl,...,kI}T-k;l)];

vy
in two different ways. Either looping through all the pairs of states, or collapsing the matrix

This allows us to solve the problem of choosing K e {ki, ..., k;} for every pair of <k- z)

of payoffs along its third dimension.

This algorithm can be sped up in many programming languages by operating directly
on matrices, instead of relying on loops. This also leads to a more concise program.

In order to evaluate the accuracy of the solution we make use of Euler Residuals. These
are the residuals in the first order conditions of the actual problem, which should be zero
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Algorithm

Function T(V_old,k_grid,z_grid, o, 3):

n; = length(k_grid)

ny = length(z_grid)

V = zeros(ny, ny); ka = zeros(ny, ny); Gc = zeros(ny, ny)
fori=1n; do

forj=1n;do

V_aux = zeros(ny)

for h=1:n, do
V_aux[h] = u(k_grid[i],z_grid[j],k_grid[h];«, ) +
Bsum(ﬂ]- j/V_old[h,j’])

end
VIi,jl, Gy plisjl = findmax(V_aux)
Geli,jl = f(k_grid[il,z_grid[j]) + (1-0)k_grid[i] - k_grid[ka[i,j]]

end
end

return 'V, G » G¢

Algorithm 3: Bellman Operator: Discrete grid with loops
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for the correct solution.

By MU (f (z,-’)g (% zj)) +(1-8)k-g (g (k5) ZJ)) af(zjhjk(k}zj)) _

. = -
Res(k,z]|g) U (f(zj,k>+(1—6)k-g<k,zj>)

% Error in Euler Equation

We can evaluate these residuals for values of capital in the grid used to solve the problem.
The Euler residuals can help diagnose if there are parts of the state space that need to be
denser (say having more grid points near low-levels of capital where the curvature of the
problem is higher) or whether the approximation to the solution is satisfactory in general.

Having approximated the solution to the dynamic programming problem we can
construct a Markov process for the states in the economy and obtain their stationary
distribution. In the special case of discrete grid search, this is facilitated by the fact that
the choice of future capital is always in the grid. We can then construct a Markov
transition matrix for the state vector of the economy. In this case, the state is s = (k, 2), and
the state space can be express as a long vector

§:((kljzl))(kl;z2))"'1(k1;z]))(k2)zl))--~)(k2;z])1"'1(kI:z1);~':(kI)Z]))-

The Markov transition matrix is therefore a square matrix with I x J rows and columns.
We can build the matrix following the steps in Section 7.4. The key is that z evolves
independently following the transition matrix I, while k evolves deterministically. The
matrix is then
W, :ﬂ../X. R
(5.47") i =Gk }

The properties of the stochastic process for capital and productivity then follow from this
matrix. For instance, the stationary distribution is obtained from the eigenvector associated
with the matrix unit eigenvalue.

8.5. Recursive Competitive Equilibrium Example: Sovereign Default

Sovereign default models form a large literature on international economics and are
also a great example of stochastic dynamic programming. The choice to default required
dynamics in order to have an opportunity and a reason to borrow and to introduce a
relevant tradeoff around default. The model must also be stochastic in order to induce
the situations in which a decision maker borrows and then finds themselves in a situation
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where they opt to default. These models are also inherently inefficient, preventing the
use of the planner’s problem. The reason is that markets must be incomplete in order for
the decision maker not to be able to fully insure against risk. Further, the borrowing and
default decisions depend on prices, which are taken as given by the decision maker, but
that respond endogenously (in equilibrium) to the decision maker’s choices.

The basic sovereign default model follows Arellano (2008). It is a stochastic endowment
economy. Output (or income) follows an exogenous (discrete) Markov process described by
an underlying state s € {sy, ..., sy} = S. The decision maker, say the government, chooses
borrowing/saving and whether to default on debt. The decision is made taking as given a
price schedule for debt (q) that depends on the state of the economy and the debt of the
government.

The dynamic programming problem is then split in two. First there is the (discrete)
choice of whether to default. The state of the government is the pair (s, b), where s is the
exogenous state of the economy and b is the level of outstanding bonds to be paid to the
government (so b > 0 means savings and b < 0 means debt). If the government pays they
get to access the lending markets and gets a value of V (s, b) but if it defaults it is thrown
into financial autarky and gets a value V4 (s) (that no longer depends on b because there is
no debt and no access no markets). The value of the government, V*, reflects the upper
envelope of this choice,

V*(s,b) = dm{ax} {(1— d(s, b)) V (s, b)+d (s, b) V4 (s)} .

)

The value of having access to the financial markets is

V(s,b) = max{ (Sb)l_ +BZ ( )V*s b/)}

{c,b'} Jes

st. c(s,b) < y(s)+b-q(s,b) b (s, b)
-B< b (s, b) [B: borrowing limit]
0<c(sDb).

The value of going into autarky is

l1-0 _
VA (s) = (h(y(s))) +BZ7’( s, 8 (E)V* $,0)+(1-0) VA (s )),

where h(y) < yis a function that penalizes output, representing the costs of autarky.
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There is no choice for the government as there are no markets that allow it to smooth
consumption. The government returns to the markets with probability 6 > 0.

There is also a sector of financial intermediaries that operate in perfect competition.
They are risk neutral and lend in an actuarially fair manner, meaning that their prices
reflect the expected costs of default and so they break even in expectation. The profits of
one of these financial intermediaries are

1-6 ./

Pr=qb —mb,

where b is the (endogenously determined) probability of default taken as given by the
intermediary. This probability comes, in equilibrium, from the optimal default choice of
the government, gP (s, b), and satisfies

ro ro 1 if defaul
5§=Ey [gD <s, b> |s} where gP <s, b> . ;fn(:) :lelf:ult .

Free entry gives the zero profit (break even) condition that Pr = 0 and so the debt price is
(in equilibrium):

1- 3 n(s)g"(s',v)
alst) = (TR i1/ <0
5 ift/ >0

A Recursive Competitive Equilibrium is then a set of value functions {V*, VA, v},

policy functions { g, gb, &P }, and a price functional {q (s, b/) } such that

(a) The value functions solve the Bellman equations of the government and the policy
functions achieve the maximum in those equations taking the price g as given.

(b) The price g satisfies the zero profit or break even condition of the financial
intermediaries
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Part 111

Heterogeneous Agent Models

We now want to consider economies with a continuum of agents where heterogeneity
plays a role. In the models of the previous questions preferences and technology were
such that we could aggregate the behavior of agents into a representative household and
a representative firm. In sum, only the aggregate levels of variables like capital (wealth)
mattered, and not their distribution across individuals. This abstraction is appropriate for
many questions, especially those about the behavior of aggregates and business cycles,
but it comes at big costs because it essentially collapses various dimensions of relevant
heterogeneity into the behavior of aggregates.

The alternative to representative-agent macroeconomics is what Benjamin Moll calls
Distributional Macroeconomics. I encourage you to checkout his lecture notes on this
available here: Distributional Macroeconomics Notes. Moll’s notes frame the development
of macroeconomics towards a state where inequality at the micro-level matters for the
behavior of aggregates, and the behavior of aggregates matters for individual agents in
different ways.

We can think of two types of heterogeneity to include in our models:

Ex-ante heterogeneity where agents have different types that determine their possible
actions, preferences, or technology. A good example of this is models of workers and
entrepreneurs, where some agents are (always) workers while other agents are (always)
entrepreneurs. There can also be further differences within each type of agent, for
example some entrepreneurs can have permanently high- or low-productivity. See
Guvenen, Kambourov, Kuruscu, and Ocampo (2023a) for an application of these ideas.

Ex-post heterogeneity where the differences among agents arise from their endogenous
reaction to the realization of idiosyncratic and aggregate shocks they face. The differences
among agents are then seen in their states. Some are in debt, some have savings; some
have high income or human capital, some have low income or human capital; some own
housing, some rent (and some houses are larger than others).

Whether the model economy exhibits ex-ante or ex-post heterogeneity (or both),
agents are subject to shocks to their ability to generate income (say unemployment and
employment as in the original work of Imrohoroglu 1992), or to their age (some are young,
some are old), or to their health, etc. The distribution of these shocks along with the
endogenous response of the different agents leads to an endogenous distribution across
states. In the absence of aggregate shocks, this distribution converges to a stationary
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distribution of agents. That will be the main objective of our theory: develop models of the
distribution of agents across states.

Why do we care so much about the distribution of agents across states? The distribution
is what connects the micro-behavior of agents with the macro-aggregates of the economy.
The distribution is what allows us to explicitly aggregate individual behavior in our models.
We will devote most of our time to models where the distribution does not change in the
long run because there are no aggregate shocks. In these models, the lives of individuals are
always changing as they face shocks and respond to them, moving through the distribution,
but the distribution itself is always the same because the changes in individuals’ lives are
all uncoordinated.

In terms of the machinery we have developed so far, the stationary distribution does
not describe the behavior of a single random variable across time (as it follows a
stationary stochastic process) but the cross-sectional behavior of a population. In this
context, aggregates are of course constant (as in the definition of a steady state) because
they only depend on the distribution, and not on the actions of any individual.

There is a final ingredient of these models. Critical to their working is the notion
of market incompleteness. If markets were complete, agents could perfectly insure the
idiosyncratic risk they face and there would be no differences in allocations across them
beyond those explained by preferences and technology. If all heterogeneity is ex-post
heterogeneity, complete markets would effectively do away with these ex-post differences.
The most common form of market incompleteness is the absence of state-contingent
bonds. Instead, agents can only trade in bonds (or assets) that pay the same regardless of
the realization of idiosyncratic shocks. This prevents agents from fully insuring against

income fluctuations, for instance.

9. The Income Fluctuations Model and Precautionary Savings

The basic form of the heterogeneous agent model is built to generate ex-post household
heterogeneity and to be consistent (as much as possible) with the neoclassical growth
model. However, unlike the neoclassical growth model, there are no aggregate shocks.
The economy is populated by a continuum of households who are ex-ante identical.
That means that they have the same preferences and the solve the same problem. These
households are subject to idiosyncratic income shocks. These shocks are most often
interpreted as variation in the household’s labor-income. The households have access to a
savings technology in the form of assets (or bonds) that pay the same return r in all states
(corresponding to the value of the income shocks of the households). Households are
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further subject to a borrowing constraint, so that their (net) assets have to be above a
given lower bound a.

The problem of the household is (by construction) almost identical to the household
problem in the Recursive Competitive Equilibrium of the neoclassical growth problem:

V(e,a)= max u(c{)+BE [V (e/, a/> |e}

/
c,l,a

s.t.c+a/:(1+r)a+wf(e,€) alzg

In this problem the household is subject to shocks € to their earning ability, as before we
assume that e follows a Markov process with transition function Q. The household can, in
principle, choose how much to work but how € determines how labor is translated into
earnings. Savings take the form of assets a.

We are already setting the problem in its stationary form, as evidenced by the fact that
prices (r, w) are constant. We will formalize this idea later when we provide the notion of

equilibrium.

Precautionary Savings and the Rate of Return. An important aspect of this problem is
that, unlike that of the planner in the neoclassical growth model, the returns to assets
are constant. That is, there is no curvature in the budget constraint. This is of course a
consequence of the household being a price taker. Tied to this fact is the (newly introduced)
disconnect between the individual’s income and the return on assets. In the representative
agent economy we discussed above, wages and returns moved in response to the same
(aggregate) conditions. Here, each household’s income moves in response to idiosyncratic
factors (captured by €) with prices held constant (and equal for all households).

These aspects matter because they introduce a new motive for savings that has been
termed “precautionary savings.” To understand this motive for savings we start by contrasting
the heterogeneous agent model we introduce here with the neoclassical growth model and
its representative agent to then contrast them with what is happening in the new model.

Savings and returns in a representative agent world Savings in the neoclassical
growth model are determined by the inter-temporal trade-off of spending resources in
the present in order to receive returns in the future. These returns corresponded to the
marginal product of the capital being accumulated through savings. The representative
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household’s Euler equation is

uc(C,L) = (1+1) BE [uc (c’, L)] .

In steady state with no aggregate fluctuations (the corresponding version of the stationary
recursive competitive equilibrium we will study below) we have the standard result that
the return on assets is equal to the (inverse of the) inter-temporal rate of discount

1+r=1.

This is a no-arbitrage expression. Without any risk (exogenous variation in future values
of consumption and leisure), the household is indifferent between saving an extra unit of
goods or not. In other words, because (1+ r) 3 = 1the discounted value of the returns is the
same as the present cost of the goods being saved. This indifference condition prevents
the (representative) household from engaging in arbitrage. For instance, if 1 + r < J/B
the household would want to borrow infinitely. The linearity (lack of curvature) of the
household’s budget introduces the same forced discussed before in the context of a firm
with constant returns to scale technology. In the same way, the equilibrium level of capital
(wealth or assets) is not determined by supply (which is perfectly elastic given the no-
arbitrage condition above) but demand-determined. The curvature that sets the steady
state level of capital comes from the firm’s capital demand, that requires that

1+r=fi (2, K,L)+1-0.

Together these conditions provide the standard steady state condition for the neoclassical

growth model

fk(z)K;L)_ézé_l;

equating the steady state marginal product of capital with the rate of inter-temporal
discount.

Beyond determining the level of aggregates in steady state, the results above have
an important economic interpretation. The sole determinant of the level of capital in
the economy is the curvature of the production function (that determines the marginal
productivity of capital) relative to the household’s rate of discount. The household’s saving
motive is one of future use of capital. That is, capital is accumulated to be used. This logic
is transformed in the heterogeneous agent model as we see below.
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Idiosyncratic risk and the stationary rate of return The introduction of idiosyncratic
and uninsurable risk to the model (via income fluctuations and incomplete markets) results
in a new saving motive for households. They want to have savings “just in case something
happens.” Under this logic, assets are not accumulated with the objective of using them
(say for production) but rather with the object of not using them! Savings, even in non-
state-contingent assets provide a form of self-insurance against idiosyncratic income
fluctuations. Households with currently high incomes (relative to their long-run average)
accumulate assets in anticipation of potentially low incomes to come (they save hoping that
those savings won’t be needed, but knowing that they will). Households with low income
can partially insure themselves by drawing on their savings. Here is where the borrowing
constraint bites, as it prevents better insurance by limiting the debt that households can
accumulate. This turns out to be a crucial factor determining the equilibrium aggregates
in the economy.

The households’ Euler equation is

/

uc (cj, &) = (1+1)BE [uc (ci, E;) |ei] .

Even though prices and aggregates do not change, the expectation over future idiosyncratic
shocks is still relevant. Moreover, because households are heterogeneous (with different
asset and income levels), the Euler equation necessarily implies that some households save
while other dissave, depending on the value of their current and expected consumption.
Unlike the normal savings motives explained above, the household wants to save because
their current income is higher than their expected future income, this will happen for
some household regardless of the relationship between the rate of return and the rate of
discount. Of course, more households are willing to save if there is a higher rate of return
or a higher rate of discount, and vice-versa.

What happens then with the relationship between the rate of return and the rate of
discount in equilibrium? Aiyagari (1994) shows that it must be that case that

1+r <.

The reason is a combination of the fact that households are heterogeneous (facing
idiosyncratic labor income risk) and that the presence of the borrowing constraint that
introduces a key asymmetry to the problem. It cannot be that 1+ r > I8 because then the
Euler equation would imply that consumption must have an upward drift (that is, that it
must be expected to increase). This means that households want to save always. Because
households are infinitely lived, this implies that assets (and consumption) tend to infinity.
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This cannot be a solution. See Aiyagari (1994, footnote 20) for a formal argument. The
same thing occurs if 1 + r = 1/8. The reason lies in the desire for self-insurance as the
household wants to have constant (expected) marginal utility over time. Once again,
because the household is infinitely lived, they face the risk of an arbitrarily long sequence
of low-income shocks. In order to insure against that, the household needs an arbitrarily
large stock of savings. This is feasible because, with 1+ r = 1/g, it is costless for the
household to transform current consumption into savings.

Therefore, it must be that 1+ r < 1/ in equilibrium. Under complete markets this would
lead the household to accumulate infinite debt. The borrowing constraint prevents this
from happening. Instead, there is a positive mass of households who de-accumulate assets
and hit the constraint (following a series of low income shocks), while other households
accumulate assets when they have higher levels of income. The properties of the optimal
saving function in this income-fluctuation problem are explored in Huggett (1993, Theorem
I), Aiyagari (1994, Sec. III, The Individual’s Problem), and more explicitly in Achdou, Han,
Lasry, Lions, and Moll (2022).

What does this imply for the aggregate level of assets (or capital) in the economy?
Huggett (1993) and Aiyagari (1994) show that the level of assets in the
incomplete-markets/heterogeneous-agent economy must be larger than in its
complete-markets/representative agent counterpart. The additional assets (relative to
complete markets) capture the role of precautionary savings. Angeletos (2007) later
showed that, even though aggregate assets are always higher under labor-income risk,
they can be increased or decreased under capital-income risk (also called investment or
production risk), even though 1+ r < 1/ still holds.

The relationship between the rate of return and the rate of discount also has implications
for a long-standing debate on the return to equity and the return to safe assets. While the
observed risk-free interest rates (i.e. those on Treasury bills), were around 1%, the average
real return to equity was around 7%. This gap could not be matched by calibrating existing
representative-agent models. In particular, these models predicted risk-free rates and
equity premiums that were too large and too small, respectively. Huggett (1993) provides a
partial answer for the relatively low risk-free rates by introducing uninsurable income risk.
Because of the borrowing constraint, agents are restricted in the level of their indebtedness.
However, agents are not restricted from accumulating saving. A low risk-free rate is then
needed to persuade agents not to accumulate large credit balances so that the credit market
can clear, as we will see in the next section. Angeletos (2007) revisits these results in a
production economy with returns to private equity.
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Closing the model: What about production?. To close the model we need to specify where
output comes from. We will do this below looking at the two main alternatives: an
endowment economy (without firms) as modeled in Huggett (1993) and a production
economy as modeled in Aiyagari (1994). The firms are in any case kept as simple as
possible, loading all the heterogeneity into the households.

10. An Endowment Economy

Consider an economy like the one described in Huggett (1993). The economy is populated
by a continuum of households who receive a stochastic endowment of consumption goods
(say, jelly beans) every period. Denote by e the amount of jelly beans received by a
household. The amount of jelly beans that a household receives follows a Markov process
with transition function Q. The jelly beans follow independent but identical processes
across households.

Sadly, jelly beans cannot be stored and thus have to be consumed the same period
they are received. This is a problem for the households because they would much rather
not have their income fluctuate every period. Nevertheless, the households can smooth
consumption by contracting with one another, that is by exchanging jelly beans among
them. This is, of course, an exchange economy (as opposed to the production economy we
study in the next section).

The contracts that households can sign are limited in two ways. First, they cannot
depend on the individual realizations of the present or future endowment of jelly beans.
That is, the contracts can only specify a fixed amount of jelly beans being transferred
today in exchange for a fixed amount in the future, regardless of how many jelly beans
the household actually has. This form of market incompleteness can reflect information
frictions, as the amount of jelly beans a household receives is their private information.
Second, credit balances (receiving jelly beans today in exchange for payment of jelly beans
in the future) are restricted, so that there is a limit to how many jelly beans can be obtained
by a household in the market.

Therefore, the contracts take the form of saving/debt contracts, where the household
exchanges an amount a of jelly beans today in exchange for (1+7) a jelly beans in the
future. When a’ > 0 the household is saving and will receive payment in the future. When
a < 0 the household is in debt and receives jelly beans today in exchange for a payment in
the future. This problem can be equivalently formulated in terms of (zero-coupon) bond
contracts with a unit bond having a price of g. Letting ¢ = /1+r the problem would be
buying a bond that pays one unit of future jelly beans paying q jelly beans today. This latter
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formulation is the one used in Huggett (1993).

As explained above, it will be the case that households use financial contracts (bonds)
to smooth consumption. They save if € is high and borrow if € is low.

The problem of the households is then

V(e,a)= {ma/x} u(c)+pE [V (e/, al> |e]

!/ /
st.cta =(1+r)a+e a>a

With respect to the workhorse model above, there is no labor choice and the “wage” is
equal to 1, making income equal to €. As before, households live forever and there is no
aggregate risk. The Euler equation of a household is

" (©)=BE. [Va (e/, a/> |e] =R(1+r)E [ul ((1+ r) ad+e -8a (e/, a/>)] s

where g, is the policy function for savings.
The borrowing constraint must satisfy:

az _emin/r-

This is called the natural borrowing limit. It is the highest amount of debt that can be rolled-
over forever if the household faces an infinite sequence of the lowest possible endowment
(or income shock).

Crucially, the financial contracts (bonds) are in zero net supply in this economy. This is
an immediate consequence of the jelly beans not being storable. That is, there are no actual
goods being transferred across time, only promises for future payments. The implication
of this is that one household’s savings are another household’s debt. Even though the
households trade against the market and not in bilateral meetings, the total amount of
saving and debt in this economy most coincide. If this was a representative agent economy,
there would be no trade!

Distribution of households. The fact that financial contracts are in zero net supply means
that in equilibrium the aggregate level of assets (bonds) must be zero. To calculate this
we need to define and obtain the distribution of households over states, I'. Then we can
calculate aggregate assets as the integral over the level of assets (bonds) with respect to the
distribution of households (I'). This is the key equilibrium condition for this economy.
Formally, we define S as the set of exogenous states and [a, a] be the domain of assets
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(Exercise: Show that there is an endogenous upper bound for the distribution of assets.
See Huggett 1993, Theorem 2, Aiyagari 1994, footnote 18, Achdou et al. 2022, Proposition
2). Let 8 and A be o-algebras over S and [a, d] respectively. The distribution of agents is a
measurable function " : § x A — [0, 1] that integrates to 1.

We can update the distribution of households by following their actions. Let SxA € Sx A
be a set in the o-algebras. We want to know if there are households coming into the set
S x A. From the Markov kernel (or transition function) of € we have the probability that

¢ es:
Pr (e, € S|e> = /, SQ (e’|e> de.
€e

Then, we define an indicator function to know if adecA

1 ifd =gs(e,a) € A
g(e,a,4) = ‘ :
0 otw

With this we can update the distribution for all (S, A) € § x A:

r (S,A):/S/Ag(e,a,A)-Pr (e’eS|e) dl (¢, a).

Markov Kernel:P (e/a/ | e,a)

This is the adjoint Markov operator of the Markov kernel (or transition function) Q of
the joint process for (e, a). The stationary distribution of states across households is the
fixed point of this operator (I" such that r=r.

When the exogenous state is discrete (as is often the case) updating is simpler. We can
work with: 8 = {{e1}, ..., {en}, ..., {en}} instead of the o-algebra and update according to

r (e/,A> = Z/Ag(e, a,A) - Q <€/|e) -drl' (e, a)
3 —

Markov Transition Matrix

Stationary recursive competitive equilibrium. A S-RCE is a set of a value function (V), a
policy function (a/), a distribution (I'), and a price (r) such that:

(a) Given r the value and policy functions solve the agent’s problem (the dynamic
programming problem above).

(b) Given the policy function, I' is a fixed point of the adjoint Markov operator of the
endogenous Markov process defined above.
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(c) Given the distribution and policy functions the asset (or bond) market clears:

//a/(e,a)-dF(e,a):OH//c(e,a)-dF(e,a)=//e-dF(e,a)

Net Supplg; of Assets Demand for Goods Supply of Goods

The definition of equilibrium also gives us an algorithm to find it.

input :Guess for price ()
output:V, a,, Iyr
1. Solve the DP problem of the agent given r:
(v, a/) = T(V;r) (a fixed point problem) ;
2. Find stationary distribution by iterating over the adjoint Markov operator ;
3. Check market clearing: ;> a/(Ei, Zj) -T(@,j);
4. Update prices to clear market
Manually by tatonnement or with a Root finder ;

5. Repeat (1)-(4) until market clears ;
Algorithm 4: S-RCE Algorithm

However, it is not a given that such an equilibrium exists. A couple of results are needed
for this presented in Theorems 1 and 2 of Huggett (1993). If you read the explanation in the
paper you will see how much of a group effort the development of these models was. The
proofs of each result build on a series of concurrent papers. Interestingly, Huggett does
not fully prove that an equilibrium exists. He conjectures that the excess supply of assets is
increasing in the interest rate r (or decreasing in the price of bonds ¢) and uses tatonnment
to search for an equilibrium. The conjecture is verified computationally but not proven.

11. A Production Economy

The economy in the previous section already showcases all the key ingredients of
household heterogeneity. However, there is no production and hence no way to to talk
about returns. The r in the previous model is better understood as an attribute of a
financial contract, but not a rate of return on a productive investment. This ultimately
prevents us from drawing a clear parallel between the heterogeneous agent economy
above and the representative agent economy in the neoclassical growth model, where
prices reflect the marginal productivity of factors used in generating the aggregate output
of the economy.

The economy described in Aiyagari (1994) fills the next portion of the gap between
heterogeneous agent models and the representative agent real business cycle models. The
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key is the move from an endowment to a production economy. Production is (on purpose)
just as in the neoclassical growth model: there is a representative firm operating a constant
returns to scale technology, Y = f (z, K, L). As it turns out, doing this greatly simplifies
market clearing. The reason is in the discussion in Section 8.3. The scale of operations of a
firm with a constant-returns-to-scale technology is undefined, and so prices have to be
such that the firm is indifferent between any scale. For this to happen, prices must reflect
the marginal product of inputs.

Aiyagari also interprets the value of € as the value of “labor efficiency” instead of a
direct income endowment. Under this interpretation, income depends on labor efficiency
(e) and the market wage (w). We assume for simplicity that individuals do not care about
leisure and thus supply one unit of labor inelastically. As before, € is stochastic and follows
a Markov process Q. This is the only source of variation in the economy and the realizations
of € are independent across households.

The household’s problem is then

V(e a)= max u(c)+pE [V (e/, a/> |e]

!/ /
st.cta =(1+r)a+we a>a

The borrowing limit must satisfy
_We€min
-

The Euler equation is, as before,
" (1+r)ya+we)=BE [Va (e/, a/> |e} .

As above, the households take the (constant) prices as given. Their behavior induces a
Markov process over the state (e, a) that is constructed in the same way as in the previous
section and results in a stationary distribution of households I".

The firm’s cost minimization problem implies that the demand for inputs is perfectly
elastic at equilibrium prices. Therefore, the only way to clear the market is to make
producers indifferent between any scale of production by setting

r=fr( KL -5 w=f; (3K, L).

Stationary recursive competitive equilibrium. A S-RCE is a set of a value function (V), a
policy function (a’) , a distribution (I'), and prices (r, w) such that:
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(a) Given (r, w) the value and policy functions solve the agent’s problem (the dynamic
programming problem above).

(b) Given the policy function, T' is a fixed point of the adjoint Markov operator of the
endogenous Markov process defined by the (exogenous) Markov process for € with
Transition function Q and the (endogenous) policy function for a.

(c) The capital and labor markets clear. That is, aggregate capital reflects the aggregate
assets of the households and aggregate labor demand equals the supply of “efficiency
units of labor” from the household

K://a'dl“(e,a) L://e'dl“(e,a).

(d) Prices are consistent with firm optimization (in this case cost-minimization)

r=fr(zK,L)-5 w=f1(z,K,L).

input :Guess for price ()

output:V, a/, Ir

1. Solve the DP problem of the agent given (r, w):
(v, a/) = T(V; r) (a fixed point problem) ;

2. Find stationary distribution method (or update dist. N times) ;

3. Update prices to ensure market clearing:
K=>>;a-TGj) — r=fg@EKD-5 w=fi(zK1);
Dampen updating of prices if necessary ;

4, Repeat (1)-(3) until prices converge ;
Algorithm 5: S-RCE Algorithm

Note that the labor supply is exogenous! So, (i) we can simplify the integral because
it does not depend on the level of assets, and (ii) we can normalize the level of € so that
the market clearing condition becomes: L = [ el (€) de = 1, where I is the stationary
distribution of the Markov process Q having normalized the levels so that the expected
value of e is 1.

Finally, the definition of equilibrium also gives us an algorithm to find it. The key is
that once we normalize the level of labor supply we realize that, just as in the neoclassical
growth model, all the economy depends only on the aggregate level of capital, K. Once K
is known it implies prices r = f} (2, K, 1) - 0 and w = f (g, K, 1). With this prices we can
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solve the household’s problem and then arrive at at new level of K. This means that the
problem of finding an equilibrium is a fixed point problem on a single value, the value of
aggregate capital. Incidentally, a good initial condition is the steady state value of capital
in the corresponding complete-markets/representative-agent economy.

12. A Production Economy with Aggregate Risk

There is, of course one critical aspect missing from the previous models: aggregate risk. In
all of them, there is only idiosyncratic variation affecting households, but leaving aggregates
unchanged. Hence the focus on the stationary recursive competitive equilibria of those
economies.

The next step is to introduce aggregate fluctuations into the Aiyagari economy. Krusell
and Smith (1998) is the first paper to accomplish this taking (essentially) the same economy
presented in the previous question and making 2z, the productivity of the firm, stochastic.
Assume it follows a Markov process with transition function Q. We will write the (recursive)
household problem later, but first we need to discuss the implications of aggregate shocks.

The re-introduction of aggregate productivity means that we are back at the problem of
Section 8, but with the added difficulty of having a time-varying distribution of households.
The key issue is, as before, determining what is the relevant state of the household problem.
The state must (i) contain all the information needed to solve the problem, including prices,
and (i1) be updated to compute continuation values, as well as expectations over prices
and other variables.

In Section 8 this problem was solved by keeping track of the aggregate capital stock K
and imposing consistency between the transition function of the aggregate capital stock
and the savings function of the representative household (Gx = g;). The key was that
the aggregate capital stock was the only object needed to compute prices and solve the
household problem.

Unfortunately, there is no longer an immediate correspondence between aggregate
capital and individual assets. Aggregate capital is still enough to compute prices (as
discussed at the end of the previous section), but to know its value we have no option but
to integrate over the asset holdings of households with respect to the (time-varying)

Kt=//a-dl}(e,a).

Further, in order to update the aggregate capital, it becomes necessary to update the

distribution of households

distribution itself I't4; = T; Tt using the adjoint Markov operator of the process induced by
households’ saving choices.
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The outcome of this is that aggregate capital is no longer a viable state and that instead

the households need to keep track of the whole distribution I' and its evolution. However,

the evolution of the distribution itself is state dependent as it reflects the households’ saving

choices that respond to the aggregate state of the economy.

Recursive competitive equilibrium. A RCEis a set of a value function (V), a policy function

(a,> , a state-dependent transition function for the distribution (T*), and price functions
(R, W) such that:

(a) Given the functions (R, W) and the transition function for the distribution (T*), the

(b)

(©)

value and policy functions solve the households’ dynamic programming problem

/ !/ / /
14 ea , 2T = max u(c)+[5E[V(e,a,z,F>|e,z,F]
~— ~—~ {cal}
Ind. State Agg. State ’

s.t.c+al=(1+R(z,F))a+W(z,F)e ad>a r=1T

T*’s dependence on the aggregate state is omitted from the notation for simplicity.
Alternatively, we can write r=H (2,T) for a transition function H. We can also write
prices as functions of productivity and aggregate capital, r = R (z, K) and w = W (z, K).

The transition function for the distribution of agents corresponds to the adjoint
Markov operator of the endogenous Markov process defined by the (exogenous)
Markov processes for € and z with Transition function Q and Q, and the (endogenous)
policy function for a.

r (Se,A):T*F(Se,A)://g(e,a,z,F)-Pr (e/ES€|e> -dl' (e, a)
SJA -~

Markov Kernel:P (e/,a/ le,a;z, F)

where

1 ifd = e,a,z,NcA
g(e,a0,% T, A) = ga(&anD 4
0 otw

The capital and labor markets clear. That is, aggregate capital reflects the aggregate
assets of the households and aggregate labor demand equals the supply of “efficiency
units of labor” from the household

K://a-dF(e,a) L://e-dF(e,a)(=1).
6
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Note that the aggregate capital is a function of the distribution of households, K (I").

(d) Prices are consistent with firm optimization (in this case cost-minimization)
r=fr(z,K,L)-5 w=f1(z,K,L).

This implies
R(z,K) = fi (2, K,1) - W(z,K)=f1 (2 K1).

The version with prices depending on the distribution I" rather than on aggregate capital
makes it explicit that the underlying state determining capital is the distribution I'.

The definition of the RCE makes the problems introduced by aggregate fluctuations
apparent. It is impossible to keep track of the whole distribution of households and
generate a state-dependent transition function that is consistent with household
optimization.

The main break-through in Krusell and Smith (1998) is providing a computational
method that can approximate the solution to the RCE. The key of the algorithm is already
present in the discussion of the RCE in Section 8 and of the S-RCE of the Aiyagari economy
above. The distribution of households is only really needed to compute the aggregate
capital level, K. Notably, this corresponds to the first moment of the wealth distribution.
The reason only aggregate capital is needed is that it is sufficient to compute prices. The
challenge is that we also need to know how aggregate capital evolves, that is, we need a
transition function for aggregate capital. However, the evolution of capital depends on the
whole distribution.

Krusell and Smith (1998) solve the problem by proposing an approximate law of motion
for capital that depends on moments of the wealth distribution. In principle, if enough
moments are taken into account they can sufficiently summarize the information in the
wealth distribution. If the approximation works the problem of keeping track of the entire
distribution can be reduced to the (much simpler) problem of keeping track of a finite set
of moments.

In practice, the rational expectation assumption is partly lifted. Instead of forming
exact expectations over the distribution of wealth with knowledge of the transition function
T*, households use a (log-)linear model to forecast future moments of the distribution
using its current moments and the aggregate productivity. For instance

logK' = f (2,logK, (logK)?) = «(2) + B (z) log K+ (2) (l0g K)?,
where the coefficients depend on the values of z. The solution method proposed in the paper

97



finds coefficients that (almost exactly) match the evolution of capital. When z is discrete
there are finitely many coefficients to find. The surprising result in the implementation of
the solution is that y (2) = 0, implying that only the first moment is required to approximate
the evolution of aggregate capital.

input :Guess for coeficients x(z), ((2)

output:V, a,, I

1. Solve the DP problem of the agent given market clearing prices (R(z, K), W(z, K))
and the transition function for K parameterized by «(2), ((2):

(v, a/) = T(V; «, B) (a fixed point problem). Note that markets will clear by
construction. ;

2. Use the policy function and the Markov processes for € and z to simulate a long
panel of the economy. In doing this update the distribution using the appropriate
Markov operator. Use the distribution to compute aggregate capital. Record the
time series for aggregate capital and productivity. ;

3. Regress capital on moments to update the coefficients allowing for
state-dependent coefficients by the level of productivity. ;

4. Repeat (1)-(3) until prices converge and guarantee that the R? of the regression is
closetol.;
Algorithm 6: Krusell-Smith Algorithm

Approximate aggregation. The main result in Krusell and Smith (1998) is that, as it turns
out, it is sufficient to only keep track of the first moment of the wealth distribution in order
to accurately approximate the aggregate states of the model. That is, aggregate capital
is (approximately) the relevant aggregate state for the households in the economy, just
at in the neoclassical growth model of Section 8. However, we know while there is exact
aggregation in the neoclassical growth model (allowing for a representative agent), there
is no such aggregation result in the Aiyagari economy. This led Krusell and Smith to term
their result “approximate aggregation.” They write

“Our main insight is that the macroeconomic model with heterogeneity
features approximate aggregation. By approximate aggregation, we mean that,
in equilibrium, all aggregate variables—consumption, the capital stock, and
relative prices—can be almost perfectly de- scribed as a function of two simple
statistics: the mean of the wealth distribution and the aggregate productivity
shock.”

This result makes the model solvable in practice by reducing the dimensionality of the
problem.
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Where does approximate aggregation come from? Why does it work? The key is that
even with a single non-state-contingent asset the households can achieve a great deal of
insurance, effectively smoothing out the fluctuations in their marginal utility of
consumption, in the same way that a representative household would. The outcome of this
is that households in the heterogeneous agent economy behave (approximately) as
scaled-versions of the representative household (except for those that are
borrowing-constrained). Krusell and Smith (1998) explain it as follows:

“The key insight is related to earlier findings from similar models that utility
costs from fluctuations in consumption are quite small and that self-insurance
with only one asset is quite effective. Self-insurance in our model is not very
effective in terms of smoothing individual relative to aggregate consumption;
for example, the unconditional standard deviation of individual consumption
is about four times that of aggregate consumption, and the unconditional
correlation of the consumption of any two agents is very close to zero.
However, in utility terms, agents in our stationary equilibria are insured well
enough that the marginal propensity to save out of current wealth is almost
completely independent of the levels of wealth and labor income, except at
the very lowest levels of wealth. Furthermore, although some very poor agents
have substantially different marginal savings propensities at any point in time,
the fraction of total wealth held by these agents is always very small (this is
particularly true in the model with a realistic wealth distribution). Because it is
so small, higher-order moments of the wealth distribution simply do not
affect the accumulation pattern of total capital, even though these moments
do move significantly over time.” [emphasis added]

This is (at its core) the same reason behind the inability of Aiyagari economies based on
labor-income risk to generate realistic distributions of wealth, as explained in Benhabib
and Bisin (2018) and Stachurski and Akira Toda (2019, 2020). As households’ move away
from the collateral constraint, their saving functions tend to be linear. This limit behavior
means that households can be (approximately) aggregated and is what explains the similar
marginal propensity to consume referenced in the passage above.

The approximate aggregation result has also misleadingly led to thinking that
heterogeneity does not matter for aggregate fluctuations. That is not the case as shown in
Krusell and Smith (1998) and their concurrent paper Krusell and Smith (1997).
Approximate aggregation follows from the limit behavior of saving rates in the model, and
not from the irrelevance of heterogeneity. Rather, it is because the baseline Aiyagari
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economy inability to reproduce the observed levels of wealth inequality that Krusell and
Smith obtain their (in)famous irrelevance result. They write

“When the representative-agent model is altered only by adding idiosyncratic,
uninsurable risk, the resulting stationary wealth distribution is quite unrealistic:
there are too few very poor agents, and much too little concentration of wealth
among the very richest. For this reason, we consider a version of the model with
preference heterogeneity [...] We show that this model does succeed quite well
in matching the key features of the wealth distribution. [...] in the aggregate, we
observe a significant departure from permanent income behavior, in contrast
to standard representative-agent models.”

In fact, the extended model in Krusell and Smith (1997) also attempts to better match
the observed distribution of wealth (an elusive target for the literature). They also find
a relevant role for heterogeneity in shaping the aggregates of the economy. The reason
wealth concentration matters is that it generates (endogenously) a mass of households
that act in a “hand-to-mouth” fashion. These households are not able to effectively insure
against aggregate fluctuations and behave markedly different from the representative agent
(that is never against the borrowing constraint and behaves like a permanent-income agent,
smoothing consumption).

Similarly, Angeletos (2007) shows that introducing capital-income risk in the form of
risky portfolios implies significant departures from the representative agent baseline. He
writes

“[Slignificant general-equilibrium effects on savings and income are both
empirically plausible and consistent with low private-equity premia [...] the
macroeconomic effects of idiosyncratic investment risk can be both
qualitatively distinct from those of idiosyncratic labor-income risk and
quantitatively significant.”

Other papers that highlight the importance of heterogeneity for aggregate fluctuations are:
Kaplan, Moll, and Violante (2018), Ahn, Kaplan, Moll, Winberry, and Wolf (2018) Kaplan and
Violante (2022). See Kaplan and Violante (2018) in the Journal of Economic Perspectives for
a non-technical summary of the HANK literature. One important aspect of these papers
is highlight the role of portfolio composition and illiquid assets in generating a group of
wealthy-hand-to-mouth households who, despite being at the top of the wealth distribution,
behave as borrowing constraint agents because their wealth is not readily accessible to
produce insurance (as is the case with housing).
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Modern solution methods. In a concurrent article, Den Haan (1997) develops an
alternative solution method that parametrizes the distribution of wealth on a standard
polynomial basis, this reduces the dimensionality of the problem. Rather than track the
infinite-dimensional distribution and its transition function, Den Haan’s method searches
for vector of parameters that approximate the functions on a given polynomial basis. One
important advantage of this method is that it does not rely on imprecise Monte Carlo
simulations of the model in order to obtain a solution. This method has been extended, for
instance in Winberry (2018).

An alternative that has proven to be effective is using Perturbation methods, as in
Reiter (2009). The best application of this is Auclert, Bardoczy, Rognlie, and Straub (2021)
which is currently the best method to solve heterogeneous agent models with aggregate
fluctuations.
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Part1IV

Firm Heterogeneity

We now focus on the firm problem and one of two main ways in which we can introduce firm
heterogeneity into macroeconomic models. Technically, the impediment to meaningful
firm heterogeneity lies in the combination of constant returns to scale and price-taking
(or perfect competition) behavior. These features imply that the choices of all firms are
scaled-versions of one-another, allowing for exact aggregation of firms into a representative
firm. Departing from either of these features generates curvature in the firm’s problem,
making firms of different sizes behave differently. We go over the basics of each approach.

13. Span of Control

Models following the work of Lucas (1978a) and Hopenhayn (1992) have competitive firms
that operate technologies with decreasing returns to scale and whose owners (or
managers) differ in their “managerial talent.” This is captured by differences in firms’
productivity (z;). More “talented” managers have a larger “span of control,” that is, their
optimal firm size is larger. The decreasing returns to scale determine how differences in
talent (productivity) translate into differences in size, but they also imply that firms make
profits in equilibrium. However, these profits are not the result of market power but of the
returns to the “managerial input.” These are rents to the fixed input that the manager
owns.

While we will not cover these models in detail, we a brief description of the problem is
useful.!” I focus on Lucas (1978a). Lucas’ model is static and is concerned with explaining
the distribution of firms. Consider a firm that produces in two stages, first it combines
capital and labor with a standard constant-returns-to-scale technology, y = F (k, n), then
that output is mixed with managerial talent to produce output, so that total output is

zig (i) = zig (F (ki 7))

where g is strictly increasing and strictly concave. The managerial talent z; is the fixed
input and the concavity of g implies that there are decreasing returns to scale to the firm.
The practical implication of the decreasing returns is that (unlike with constant returns to
scale) the best manager (highest z) cannot use all the resources.

10This description follows the lecture notes by Chris Edmond: http://www.chrisedmond.net/phd2014/90065_lecturel.pdf.
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We can simplify the problem by using the homogeneity of F to write output as

28 (vi) =28 (f () my),

where k = K/n is capital per-worker and f (x) = F (x, 1). This turns to be convenient because
we isolate the labor demand of firms as being affected directly by g. This matters because
the objective of this theory is to explain the distribution of firm size, with size measured by
employment.

The problem of a firm manager is then to choose labor and capital-per-worker:

(%) = max z2g (f (k) n) -wn-rkn

(note that without g this problem would be linear in n, leading to corner solution in scale)
The first order conditions are

28 (Fn)f (K)=r
2g (f(K)n) (k) =wH+rk

We can use these conditions to solve for the optimal capital-per-worker. Dividing them gets

f W

(K 4

Recall that firms face competitive input markets, so prices w and r are common across

us

firms. They also operate the same technology. The only difference is in managerial talent
(). So, this equations implicitly defines the optimal « for all firms. Lets call that level k*.
The scale of the firm is then pinned down by solving for y* (2) out of

28 (¥ (@) f (&) =r

once we have y* (2) we can also get n* (2) = y*(2)/f(x*).

Lucas then uses this solution to ask about the properties of g that are needed for the
distribution of firms to satisfy the patterns observed in the data. The most salient feature
is known as Gibrat’s law and it captures the fact that firm growth is independent of firm
size. In particular, as factor prices change, firms (employment) will grow (or shrink). This
growth should be independent of their (employment) size.

The size of the firm is captured by n* (z;, w, r). Different firms have different z and
hence different sizes, but they all face the same prices. The total differential of the function
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In n* as factor prices change gives us the growth rate of firm size,

My @Gw,n) nE (5w, 1)

* =
dln n (Z; w, T) n*x (Z, w, r) nx (Z) w, T) .

For this to be independent of size it must be that

0 (dlnn*(z,w,r))
=0
0z

for that to always be the case it must be that

a(w)zo and O(M>:o

oz \ n* (z,w, 1) 9z \ n* (z, w, 1)

These conditions impose restrictions over the shape of g. Lucas solves these differential
equations and finds that the only function that satisfies them is g (x) = Ax* for some
constant A > 0 and a power « € (0,1). We can verify this directly. The optimal (inner)

output size is
1

F\ e
r

Y (2) = <ocAz

and so the optimal labor demand is

@)= (S)7 (1 ) (20).

Even though this expression looks daunting, it delivers the result we want immediately,
because it implies that the labor (size) of the firm is log-separable in z and the terms that
depend on prices (w, 1, K*).

Inn* (z) = ﬁlnzﬂnh(r,w)

which deliver s the result required by Gibrat’s law.

So we have a single parameter « that determines the (decreasing) returns to scale of the
firms. The scale parameter A plays no real role in these results and so we normalize to 1.

We can further model firm entry as a reflection of the managers’ occupational choice.
People have different managerial talent, but they all have the same skills as a worker. If a
person can supply their (full) time as either a worker or a manager then they will choose
whichever delivers them the highest income (absent any preferences or amenities, as is the
case in this model). The income as a worker is given by the wage, w, and is constant across
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people. The income as a manager is given by the managerial profits, 7 (z), and depends
on talent. There is then a cutoff for the managerial talent, above which people become
managers. That is, a 2* such that

(") =w
2g(y)= _w +wn -r<'n”

Revenue Fixed Cost Variable Costs

This is a zero profit condition for the marginal manager that takes into account their
opportunity cost of not being a worker. That constitutes the fixed cost of setting up a firm.

The work of Hopenhayn (1992) and the literature that it generated extends these ideas
to a dynamic setting. It also takes into account the role of fixed set-up costs in determining
firm entry.

A special case. We can further simply the problem if we assume that the firm operates
only with labor, so that y = n. Then the managerial technology is z;n%. Because there is
no capital, the first order condition is now zg/ (n) = w. Solving it gives us a closed-form
expression for the size of the firm as a function of managerial talent:

1
A2\ T
m@=(5)"
If we further assume that managerial talent is distributed Pareto with a CDF 1- 2%, the
distribution of firm size is also Pareto, but with a Pareto parameter & (1 - ).

To see this recall that the defining feature of the Pareto distribution is that its counter-
CDF has the form Bn™ P, with p the Pareto parameter and B a constant. so we want to know
p from

n?=1-CDF(n)=Pr(n>n)=Pr (% > gnl'“>

the last equality says that for a firm to have more than n employees (7 > n) it must have
managerial talent z above %‘:nl‘“. We know the share of firms satisfying that condition:

Pr (2> Ynte) = (Ypiow) b (LV)-E p-t-a)
\ x g x x

Counter CDF of z

this gives us our result. The employment of firms is distributed Pareto with power p =
&E(l- ).

This result gives us insight over the role of the market (in this case through the returns
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to managerial talent) in amplifying differences across firms (although similar insights
apply to differences in income or wealth across individuals). First, note that all profits
in this environment are the return to the fixed (managerial) factor. The technology z;n%

makes these returns to be 1 - « of total output (just as in the general Cobb-Douglas case,
1

just define x; = zll‘i"‘ to write output as x1~*n%). Then, note that the returns to scale amplify
differences in scale as &« — 1. That is, the more scalable the technology, the larger the
differences between firms:

1
Inn;-lnn; = — X Inz; -1Inz:;
i 7 1- o i ]
. *' . N~ N———
Diff. in Scale/Size  Tech. Amplification  Diff. in Managerial Talent
We should therefore expect larger differences in size (thicker right tails) in industries with
more scalable technologies (higher «).

14. Market Power

An alternative approach to introduce curvature into the firms’ problem is to acknowledge
the presence of market power in the form of price-setting behavior. The choice over
prices introduces curvature over the firms’ revenue. Under perfect competition revenue is
linear in quantities as price per unit is constant (linear pricing). Market power introduces
curvature because it takes into account the fact that the demand for goods is decreasing
in prices, and that it is therefore necessary to reduce prices to increase quantities. The
curvature is introduced into the revenue function of the firm, rather than in production.
This in turn generates differences across firms as firms with higher productivity can charge
lower prices and operate at a larger scale.

This approach also results in firms charging markups and making profits. This has
made it widely used in many areas such as the New-Keynesian literature, international
trade, and growth, where price-setting and the profit-motive play a central role.

Markups and firm heterogeneity. We abandon the price-taking assumption we have
imposed so far on firms and instead study firms that choose prices as well as inputs.

The firm’s problem is to maximize its profits taking as given an (inverse) demand curve.
There are two options for the type of competition faced by the firm: Bertrand competition
where firms choose prices ( p) and Cournot competition where firms choose over quantities
(). In either case the firms use the demand curve they face to map the choice over one
variable into the effects on the other (say, what is the quantity demand if a given price is
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chosen). We introduce a sub-index i to denote the firm.

max p;y; -C; (yi) sit. p;=D; (yi)

where C; (y) gives the cost to firm i of producing y units of the good and D, (y) is the
(inverse) demand faced by firm i. We show a special case of the cost function below and
explore various demand systems that shape markups in the sub-sections that follow.

The optimal behavior of the firm does not depend on whether it is choosing prices a la

Bertrand or quantities a la Cournot. The optimal choice is to set prices as a markup over the

dlog p;\ 7!
ology;) ~’

marginal cost, with the markup determined by the elasticity of demand ¢; = - (

pi= %%CQ (%) »
i
The markup is p" = ],/1—5%,. The difference between forms of competition is the value of the
elasticity of demand and hence markups, prices, and output levels.

The implication of this result is that the scale of production can differ across firm for
two reasons: they can have different marginal costs (as captured by differences in their
cost function C;) or face different elasticities of demand (as captured by ¢;). Of course both
reasons can be active at the same time. Firms can differ in their productivity, leading to
differences in scale that can affect the elasticity of demand. The elasticity is in general not
constant and can depend on how much of a good is being demanded. There can also be
differences in preferences for goods that make the elasticity of one firm higher or lower
than that of other goods.

The models shown in the following sections incorporate these ideas into markets where
there is competition among producers of different varieties of goods.

Equivalence of Bertrand and Cournot competition. Lets start with Bertrand. The first
order condition of the firm is

d
5E(HYr4%O®):0
0y 0yi _
y1+plapi 1( 1) dp; 0

L B0y G i) pidy;
Y;0p; P Yiop;
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0
a_yi (plyl i(yl)) =0
0p; /

pﬁyia—y;- () =0
1+&%_—Ci(yl) =0

pi0y; pi
1 €7

€ pPi

1 / B

Cost minimization with constant-returns-to-scale. 1t is useful to separate the problem of
the firm into an inner-step of cost minimization that produces the cost function and an
outer-step of profit maximization that gives markups (as above).

A special case arises when the production function of the firm has constant returns to
scale. In this case the marginal cost is constant, that is, C/i (¥) = ¢;. The linearity of the cost
function is an immediate consequence of the cost function inheriting the homogeneity of
degree one of the production function.

Moreover, we can choose a single input, say labor, and express all choices of the firm
directly over that input, as the value of other inputs and of total output vary linearly with
it. This is the underlying reason for many applications to focus on simple production
functions that are linear on labor and have a marginal cost of w/z, with z being the firm’s
productivity.

Consider the problem of a firm that use multiple inputs {xk}lzf:l in addition to labor to
produce:

Vi =&F (x1,..., x5, 1),

where the function F is strictly concave, twice continuously differentiable, and has constant
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returns to scale.

Let the prices of inputs be {pk}le and w; respectively. We know from the firm’s

~ X1 XK ~
Z'Fk (— ey T 1) :pk
1 ni, b) ni’

recalling that, because of Euler’s theorem, F} is homogeneous of degree zero for every k.

optimality condition that:

These equations define a square system in the ratio ratio of each input x; to labor. The
system has a solution that gives the ratios in terms of parameters:

X 7l - ~
nT’ke:gk<ZJi :pl)'~~;pK>
i

The existence of a solution follows from the inverse function theorem applied to the
function V.F : RE, — REK  where the operator Vy gives the first derivatives of F with
respect to the variables {xk} 11+ Note that the Jacobian of VF is given by the first K rows
and columns of the Hessian of F, which is negative definite for all interior points by the
strict concavity of F. The negative definiteness of the Jacobian ensures the invertibility of
VF.

Given the system’s solution we express the production function in terms of labor alone:

- X1 XK -
yi= ZZF< ,...,—',1)711'—2.’1'711'

n; n;

where we define the effective productivity of labor as z; = z;F (xi/n;, . . ., Xk/n;, 1) with the
ratios x/n; given by the solution to the system defined above. Thus, z; is a function of
productivity z; and the price of the other inputs. It is now possible to use this linear
production function in labor instead of the original production function F on many inputs.

Finally, the cost of labor must take into account that other inputs react to changes in
labor according to the proportionality defined by { gk}le. Then, the cost of the firm is
given by:

K
- P Xk _
> P+ wny = ZP; ni=wn;
k=1

J/

Effective Labor Cost w

where wn; represents the cost of goods sold, and w is not directly the wage, but a measure
of costs that takes into account the price of other inputs and the change in their demand in
response to changes in the firm’s labor demand.
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Finally, it is equivalent to express the problem in terms of labor or output as profits can
be written as

w
piyi- ;J’i —— piring - wn,
1
N~~~

Ci(y:)
Accordingly, we will simplify the notation in the rest of this section and work with a linear
cost function C; (¥) = ¢; .

15. Monopolistic Competition

We now look at what is by far the most popular demand system for applied macroeconomics:
Monopolistic Competition. The model as used now was developed in Dixit and Stiglitz (1977)
and captures a large number of firms producing differentiated goods that are nonetheless
(imperfect) substitutes for one another, following insights from Chamberlain (1933). The
fact that the goods are differentiated means that individual producers haver market power
over their variety, but the substitutability with other products places limits on this power as
producers compete for higher demand for their individual variety of good. In the original
formulation there was a finite (but large) number of producers. We will instead use the
more common formulation of a continuum of goods indexed by i € [0, 1].

At the center of the model are the preferences for the various products, or equivalently,
an aggregation technology that combines individual varieties to produce a single final good.
In the first case, demand comes from identical consumers that maximize the utility they
derive from the consumption of the different good varieties

1 e é
U= /yiidi .
0

In the second case the integral is equal to the value of the aggregate good Y. This second
version is more common in applications in international trade and New-Keynesian models
where the final good is demanded along with foreign goods or where utility also includes
leisure.

The parameter ¢ > 1 plays an crucial role as it determines the degree of substitutability
between goods and, as we will see later, the elasticity of demand.

The problem of the consumer (or final good producer) is to minimize the cost of their
consumption basket (or inputs) subject to some desired utility (or output) level. Notice that
the utility (or production) function has constant returns to scale and thus the maximization
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problem is ill-defined:

1 1 oea | E -
min/ p;y;di—A / L€ di -Y|],
{vi} Jo 0

with A > 0 a Lagrange multiplier and Y is the desired level of utility.
The first order conditions are, for any i,

1 g1 el
pi=A /Oyi“' di yi-

Hence, optimality requires that between any pair of goods (i, ;)

= —-€
P (%) v (B
pj Yj Yj pj
~— ——
MRT MRS

log y;

From this we see that ¢ = Tog is the elasticity of substitution between goods i and j."!

j
Moreover, the elasticity of substitution is constant across pairs. This is what gives its name

to the aggregator as the Constant-Elasticity-of-Substitution (CES) aggregator.
Going back to the demand for good i we can write

-1
pi_ (&) €
A Y
after noting that optimality will have the constraint satisfied with equality. We can then
use this to obtain a price index

1=/01 (%)1_Edi

1A better definition has the elasticity be the change in relative demand in response to changes in relative
0 log J/,‘/y]-
0 log ri/ P '

prices: ¢ =
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1 =
A= < / p}-ﬂdi>
0

This gives us an interpretation of A = P, the (ideal) price index of the composite good Y, or
the price of a unit of utility (also obtained as such from the envelope theorem).

Further, notice that

1]
—_
|
o™=

Il

ol

<1 T e T
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This property also follows directly from the aggregator having constant returns to scale, so

that the cost function has to be linear.
So, what does this imply for the demand faced by an individual producer? Returning to

the first order condition we can now write the inverse demand curve of any given variety i
as a function of aggregate prices and quantities:
y. 't p -
— 1\ €D — 1 Vv
. e P or ;= (:) Y.
Pi < v ) Yi P

Recall that the actions of no individual producer can affect Y or P, so this equation is all the
producer needs to solve its profit maximization problem. We can do this using the results

from the previous section by noting that the elasticity of demand is

N
= dlog p; _ e,
dlog y;
so that all producers face the same elasticity of demand (equal to the elasticity of

substitution across varieties). The markup is therefore constant across firms:

£

— 1 —_—
b T

1-

o=
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and profits are
= (n-1) ¢ ;.

We can further solve for the price index in terms of the marginal costs ¢; = C; ()

1
1 I-¢
£ —c 1.
— X / aedi .
e-1 0 l
7
Agg. Markup

ol
I

[

Agg. Mrg;.r Cost (C)

Bertrand and Cournot in monopolistic competition. We can also get this result directly,
which also allow us to see the curvature in the firm’s problem. In the case of Bertrand
competition

max p;y; - C; (y;) = max (%)H (PY)-G; ((%>_87> :

1

The first order condition gives

a-om(3) @0 rard((5)7) (5) e

In the case of Cournot competition
_ i\ (pv
max p;y; - C; (¥;) = max (%) (PY) - C; (i) -

The first order condition gives

£ /
pi= 7G (%)

This establishes that under monopolistic competition with constant elasticity of demand
Bertrand and Cournot competition are equivalent.
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Firms’ production scale. Markups are constant and so the differences between firms
come from differences in marginal costs. More productive firms have lower costs and
therefore charge lower prices. This translates into more productive firms operating at a
larger scale, determined by the solution to

-1

(-0,

In the special case of constant marginal costs and replacing by the aggregate price we have

so that firms with lower marginal costs produce more, with elasticity ¢ of equilibrium
output relative to marginal costs.

The scale of the problem is given by Y that is for now taken as given. In a complete
equilibrium model PY must equal the income of the household (if there are no other

expenses in the economy).

15.1. Taste for variety

The original use of this model as well as many current uses in growth and trade theory has
to do with the concept of taste for variety. The idea is that individuals like having choice.
This is captured by allowing there to be more varieties of goods.

Let there be (a continuum of) N goods and assume that all the firms are identical and
have a constant marginal cost of ¢; = c. Then, all firms set the same price

£

= ——c.
Pim o

Even though all firms set the same price, the aggregate price does not satisfy P = p;.
This comes from the fact that there are now N varieties and so

— N ex \ _ N re
Y= / y;© di and P-= / p; cdi
0 0

The price index is now

-1
P=Ne1

c
e-1

which is decreasing in the number of varieties! So, the more varieties there are the lower
the price per unit of utility (or output) despite the price of each variety being the same.
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This is the effect of the taste of variety.
This effect of varieties over the price index has implications for individual firms. Their
output depends on the number of varieties

-
yi:NE_lY;

as do their profits

T = PiYi—CYi= icJ’i = id\“ﬁ?-
Whether output and profits are increasing or decreasing in N depends on the effect of
N on total demand (Y). When embedding this problem into a more complete model the
level of utility (or output) Y will also respond to the number of varieties as the price per
unit (P) decreases. This is a pecuniary price externality that works through changes in the
aggregate price P: higher N lower P and that has an effecton Y.

Crucially, individual firms take the number of varieties as given. In particular, when
making entry decisions, firms do not take into account their effect on the profits of other
firms or on welfare. This means that the taste for variety introduces an externality into the
model and so the equilibrium solution is in general not efficient.

We can see this better by adding one assumption. There is a total amount of income I to
be spent in goods. If the amount of expenditure is constant that means that the aggregate
demand for goods (Y) has unit elasticity. So we know that

so that as P decreases, Y must increase. Under this fixed-expenditure assumption we get to

_ 1NIT 1
7 - (1_ ) Inds,
13 C

Replacing into the output of individuals firms this implies

NI
=(1--):N
Yi ( £)C

so that output and profits decrease with variety. This result is, of course, not general.

set the scale of Y as

For most problems aggregate demand is more than unit-elastic and so total expenditure
increases when the price decreases.
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Equilibrium and entry. Consider an economy with an infinite number of firms that
produce differentiated goods using a linear technology in labor and that differ in their
productivity, as captured by their constant marginal costs, ¢; = W/z; with w the market wage.
The index of the firm reflects their marginal costs and so ¢; < ¢; if and only if i < j. Opening
a firm to produce has a fixed cost of {p > 0. The demand for differentiated goods comes
from a representative agent with preferences for the composite good

_ %0 el \ &I
Y= ( / Y€ dl)
0
captured by the demand curve Y = P with constant elasticity of demand .

There are three stages in the economy.

(a) Potential entrants simultaneously decide whether or not to enter and pay the fixed cost
P > 0. Let N be the number of firms that enter to produce.

(b) Each entrant i simultaneously choose prices p;.

(c) Consumers observe prices of the differentiated goods s and make consumption
decisions. Let y; be the demand of entrant i.

We focus on sub-game perfect equilibria. An equilibrium is an entry decision for each firm
i, a price function { p;}, and a demand function { y;} such that

(a) Entry is profit maximizing, so that firms enter if and only if they make non-negative
profits after taking into account fixed costs.

(b) Firms set prices to maximize profits taking as given the prices of other firms and the
demand for their variety.

(c) The demand for each variety is chosen to minimize costs of the consumer taking as
given the prices of the consumers.

(d) Total demand for the composite good satisfies the demand Y =P .

We already know the price setting behavior of firms. Their profits are non-decreasing in
their index as higher i corresponds to (weakly) lower marginal costs. That is, we want an
index N such that

nN(N)=(u—1)CNJ/N:‘b—>3’N:ﬁ

The equilibrium is given by the value of N that solves this equation.
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We can go further by recalling the demand function

We also know that
— -1 —
P=NeIuC,

where C is the average marginal cost (already divided by the number of firms to cancel
variety effects). Replacing gives

e fen\ T m el W
NE () 6o

S (u-Dey

In the case of constant marginal costs we further have

e-1
N = (uncn_li) e .
n-1

Efficiency of equilibrium. Lets focus on the case treated in Dixit and Stiglitz (1977). Firms
are symmetric with constant marginal cost c. There is some fixed income I to be spent
across varieties, so the (aggregate) demand for goods has an elasticity of one (n = 1).

In this case we have (from symmetry and the fixed income) that

D;= P=uC and yl:y:N =__

I I
p Nuc

We also have (from aggregation)

Y=N&=1y and I_D:Nﬁp.

Free entry implies the equilibrium number of varieties

(p-9y=1v
1)
S

e
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and thus the output of each firm
n

Y =(e-1) s

We now compare this solution to a constrained social optimum, where the allocation
must have firm make non-negative profits. The unconstrained optimum can have firm
price below average cost (because of the presence of fixed costs) and therefore implicitly
requires lump-sum transfers to firms.

The constrained optimum should have all active firms be identical (as there are no
technology- or preference-based differences between them). They also must be making
exactly zero profits. The problem is to choose the number of firms as well as firm quantities
and prices to maximize Y (the utility level). The resource constraint implies that Y = I/p,
and so, with fixed income, we know that the utility is maximized as we minimize aggregate
prices.

From the definition of the price index and the symmetry across firms we can then
express the problem as one of minimizing the price index subject to the zero profit
condition of firms

min N%p st. (p-0)

I
R Np ¥

The first order conditions are

c I
NTe = — —
p*N
1 14 I
——NTe " p=(p-¢) ——A
The ratio between them gives
€
P= 3¢

This is the same optimal pricing choice as in the decentralized equilibrium. The number
of firms is also the same as in the market’s solution. Therefore the solution is constrained-
efficient.

The unconstrained equilibrium is not subject to the zero-profit condition, but instead
must acknowledge the effect of fixed costs on disposable income (now that firm profits need
not cover them). The solution still requires firms to behave symmetrically. The problem is
then to maximize Y subject to resources

max Nﬁy st.I=N(cy+)
»N
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The first order conditions are

N&T = NeA
SNy = ey +h)A

e-1

The ratio between them gives the unconstrained optimum’s output per firm:
U
y=(e-1) ’s

We can get the number of active firms from the constraint:

11

=
These are the same number of varieties and output per firm as in the equilibrium. However,
this turns out to be a knife-edge case in which the equilibrium is efficient due to the fixed
income (expenditure) assumption. Dixit and Stiglitz (1977) show that the unconstrained
number of varieties is larger than the equilibrium level when the expenditure in the
differentiated goods responds to their (aggregate) price.

16. Variable Markups

We now study another dimension of firm heterogeneity: variable markups. Firms of
different sizes can differ in the markups they charge. This is not the case in the
monopolistic competition framework above because of two reasons. First, the demand
faced by each producer had constant elasticity, and so the markup was constant. Recall
that optimal markups are p = 1/(1—%). Second, there were no strategic interactions
between firms. The number of firms (or products) was assumed to be large enough to
make no firm have an effect on the aggregate. If firms are large enough to internalize their
effect on others larger firms gain market power and can thus charge larger markups.

The objective in this section is to go over the basics of these two approaches. Each has
extensive applications in the economics of misallocation, monetary policy, and
international trade.
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16.1. Variable Elasticity of Demand and Variable Markups

We start extending the framework of Dixit and Stiglitz (1977) to allow for a demand system
with variable elasticity of demand. In this we follow Kimball (1995).1?

In order to have variable elasticity of demand we need a new formulation of the
aggregator. There is an aggregate (or composite) good Y that is produced by a competitive
producer. Production combines a continuum of differentiated goods {y;}. The
aggregation technology is implicitly defined by

1=/Y(%)di.

The properties of the demand for the differentiated goods y; depend on the function Y.
The function Y is either strictly increasing and strictly concave (case where the goods are
gross substitutes) or strictly decreasing and strictly convex (case where the goods are gross
complements). Note that the function is homogeneous of degree 1 by construction.

This function includes the constant-elasticity-of-substitution (CES) aggregator used
above when we let Y (x) = xF . Other functional forms allow for variable-elasticity of
demand. To see this more clearly we need to solve the problem of the aggregator.

The problem of the aggregator is to minimize its cost subject to a minimum level of

. . _ Vi .
1 Vi ..].— Y —
ra?/plyldl s.t / <Y)d1

The first order conditions are (for each variety)

e ()}

where A is the Lagrange multiplier. We need to solve for the multiplier. To do this, multiply

output Y:

both sides of the first order condition by y; and sum across varieties to obtain

Ao JPiyidi
Sy (%) §di

Then, define the price of the aggregate good, P, so that it satisfies P- Y = [ p; - y,di. Finally,
replace A into the first order condition and divide both sides by P to obtain the inverse

120ther formulations are reviewed by Costas Arkolakis and Monica Morlacco, see their notes on variable
elasticity of demand.
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demand curve for variety i expressed in terms of relative prices and relative output:

V()

Py (¥) fai

We can also define implicitly the aggregate price. For this it is convenient to denote
D=[Y (%) %di and then we define a set of two equations that jointly determine D and
P using the definition of the price index and the aggregator:

:/pi. (o)t (pE)ai  and 1:/Y((Y’)‘1 (p21)) i,

where (Y’ )_1 (x) is the inverse function of the first derivative of Y.
While this looks complicated the key is in realizing that the behavior of the monopolists

N
producing each variety depends only on the elasticity of demand ¢; = - (gigg i f) . As
before, the key is that the actions of a single producer cannot affect the value of aggregate

output or prices. The elasticity is

J’zapl)

So, knowing the properties of the first two derivatives of Y is enough to know the behavior
of firms.

When goods are substitutes we have Y/ (x) > 0 and Y/ (x) < 0. When they are
complements we have Y/ (x) < 0 and Y (x) > 0. So we know that the elasticity is positive
(recall we fixed the sign, the demand curve is downward sloping). The key question is
whether it is increasing or decreasing in the variety’s (relative) output.

In practice, we work with aggregators that imply a decreasing elasticity of demand for
larger firms, capturing the fact that larger firms have more market power and charge a
higher markup. For example, the aggregator proposed by Klenow and Willis (2016) implies
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that

o|o

)

with ¢, 0 > 0 parameters, so that as the relative output increases the elasticity decreases.

In equilibrium, more productive firms have lower marginal costs and hence can charge
lower prices. This leads them to operate in more inelastic portion of their demand curves
and charge higher markups. So, higher markups coexist with lower prices.

16.2. Oligopolistic Competition and Variable Markups

Finally, we consider the case of oligopolistic competition, where finitely many firms
compete a la Cournot or a la Bertrand in a market. In this setup, it is the strategic
interactions between firms that give rise to market power for the more productive firms
who end up being larger in equilibrium. These firms charge higher markups. This setup is
developed in Atkeson and Burstein (2008) and used in a variety of papers in international
trade and misallocation.

Consider a market with N producers of a differentiated goods competing a la Cournot
(so monopolists choose quantities taking quantities of other monopolists as given). Firms
are heterogeneous in their marginal cost, ¢;. The demand for the goods comes from a
competitive final good producer that aggregates individual goods using a CES technology

_E_
e-1

N o ea
v=(>
=1

The final good producer is a price taker and the demand for final goods has constant
elasticity of demand n, so that Y = P™"\. We assume thatn < ¢. This means that the varieties
are more substitutable between them than the total output is for other (potential) goods
that can be in the economy. This is the case when we have a model with many markets,
being aggregated with an (outer) CES aggregator with elasticity 1.

Just as before, the cost minimization problem of the final good producer implies a

. N
B

demand for variety i of

where

N
PY = Z p;y; and P= Z p;i*
i=1 j
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What changes is the behavior of the monopolists. The key is that the elasticity of demand
they face depends on how their output affects aggregates. We now have

-1 1
B

-1 1
Yi) € Vi € v =
o _ Ologp 'alog<7> P:_y.alog(T) Yo :alogyi Y
© Ology 7T 0y Loy 2y;

-1
n

)

so that we can break the elasticity into two terms, the effect of a change in the variety’s
elasticity and the effect on aggregate production,

L € n ¢/ Yoy
Elast. of Subs. Elast. of Agg. Output

The elasticity of the aggregate output is with respect to variety i is

a( N _ysgl)s_l N ﬁ_l el 1
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1= 1

This gives us the result. But if we observe this expression in detail we can see that we
can also express it as
%97 _ (&)-i&:w:s.
Yoy; \v/ Y Py %
which is the sales-share of producer i. This is a key result. The elasticity of demand is
increasing in the firm’s market share. The sign follows from the assumption thatn < e.
Replacing back we get that the demand elasticity of variety i is a weighted average

between the elasticity of its own variety and the demand elasticity of the market:

o | =

- (1-s5;) + lsr
Ei n
If the firm is small (s; — 0), it behaves like in the monopolistic competition setup and only
cares about the elasticity of its own variety, taking aggregates as given. As the firm grows
large (s; — 1), it behaves like a true monopolist, caring about the elasticity of demand for
the market output (Y) and not for the competition with other varieties.

The markup is then




Itis again the case that larger firms have larger markups, reflecting the decrease in elasticity
as market shares increase.

Aggregating markups. The average markup in a market, [, is defined as the ratio between
the market’s price P and the market’s marginal cost ¢,

This is equivalent to defining it as the ratio of the market’s revenue PY and the market’s
total cost, which, under constant returns-to-scale, is ) _; ¢; ¥;.

Because the market aggregator has constant-returns-to-scale, the market’s marginal
cost is equal to the output-weighted average of the individual marginal costs, that we label

¢ = C; (yi))

Then, the market’s markup is obtained as a sales-weighted harmonic mean of individual

markups
-1 -1 -1
N N Nm
P ¥ 1 1 1
= _— = C:~— = —8: 1-—1s =
22 C Zl lPY Zl ul 4 Zl ( 81) 1 1- %J
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where € is the (weighted-harmonic) average elasticity in the market,

N -1

1
£ = Z;Si

=1 !

In this way the market’s average markup has the same expression as the individual markup
with the corresponding market elasticity.

In the case of Cournot competition we can go further using the expression derived
above for the elasticity of each firm:

N 1 1 1 N N 1 N
(E(l‘si>+ﬁsi>3i " dosimY s +T—]Zsi2
; =1 = i=1

where we take advantage of the fact that ) _ s; = 1 and that the sum of square shares is the
definition of the Herfindahl-Hirschman index of concentration (HHI). This index gives the
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probability that two random dollars spent in the market are spent in the same firm. The
result is a direct link between concentration in the market and average markups

-1 1 1
= n-- + (_——) (1- HHI) .
n \n e

Monopoly Markup Concentration Markup

of | =
™| =

1
(1- HHI) + —HHI and
n

{

17. Aggregation and Misallocation

Once we have a theory of firm heterogeneity we can start asking questions about
misallocation of resources and hence of economic activity. The question is the same of the
welfare theorems: is the market equilibrium efficient? Here we will focus on efficiency in
terms of production. The exposition here follows the review of the literature in
Hopenhayn (2014).

17.1. Aggregation, and Efficiency

Lets start by revisiting the span of control model. As we have seen already, the key for
firm heterogeneity is to introduce decreasing returns to scale. This can be done from the
technology side as in Lucas (1978a) or from the demand side as in Dixit and Stiglitz (1977).
Both setups deliver similar results and so we start with the span of control problem in its
simpler form. We show that both setups are efficient.

There is a population of N workers with preferences for good consumption (no disutility
fromlabor). There is a mass M of firms that differ in their productivity distributed according
to I'. The firms’ production technology uses only labor and is

Vi = Zng
There are no operational costs.

The notation changed relative to the one above to make results more comparable, so

that y; is the quantity produced by firm i.

Market Economy. Markets are competitive. The wage rate is w, the price of the final good
is normalized to 1. We know that the optimal size is

and Vv (2) = = (g)ﬁfx .

1
OCZ) 1-x
w

w

n* (@) = (
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To clear the labor market we need that

M 1 M 1
_ . X\ T« T 4:
N= /0 n* (z;) di= <%) /0 - di,

so the equilibrium wage is

o8

and total output is

-~

Agg. Productivity

Therefore, this economy has an aggregate production function that looks the same as the
individual production function of a firm but with an aggregate productivity given by the
distribution of firms. This production function has decreasing returns to scale if we take
as firms as a fixed production factor.

We can get a different and more informative expression if we focus on the distribution
of firm productivity and separate from the number of firms:

Avg. Prod.
=~
Y="27 MI*N<*
N——

Firm Scale

Here, Z is the average productivity across firms in the economy, we define it as

Z= (E {zil-leDI_(X = (/zl-ladr (z))l_(x.

Seen this way, aggregate production has constant returns to scale, and is increasing in the
number of firms. This is, unsurprisingly, the same result as in the taste for variety explored
above. Another important result is that the decreasing returns to scale make the harmonic
mean the way to aggregate
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Efficient Allocation. The planner’s objective is to maximize output as that maximizes

utility, so,

M M

max / ginidi  st.N= / n;di.
{ni} Jo 0

The market economy is efficient. To see this, note that the efficient allocation equates
average products across firms

o1 _
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4

This already happened in the market solution with A = w. Hence, firm size and the aggregate
results above hold unchanged in the efficient allocation. There is no misallocation in this
economy.

Connection to The Monopolistic Competition Case. Under monopolistic competition we
have constant returns to scale technology (y; = z;n;) but curvature in demand (with
constant elasticity) we know that the market solution has

—-& £

i Y= % Y
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To clear the labor market the wage must be such that

Yi=

M ; M M =1 M 5;-11
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Therefore, aggregate output (or utility) is

Avg. Prod.
e N
Y= Z M:=IN,
——
Taste for Variety

1 1
where Z = (E [2¢71]) &1 = ([ 2571dI (z)) 1 is the average productivity.
This is the same result we had above once we adjust for the curvature of the problem.
Notice that aggregation is linear (as above) for a monotone transformation of output

e-1

- -1 . el . . . .
Y=Y and ¥i=y;° . Inthis case the aggregation gives the same result as in the span of
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control model

Taste for Variety

~ -1
with o= &landZ=2"% .

We already know that entry is (constrained) efficient in this setup.

The planner’s problem is (for the monotone transformation) is

{ni}
Y
Optimality requires
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so all firms have the same average product (as before). This condition is satisfied in

equilibrium because the pricing choice implies
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So, the market solution is efficient as average products are dutifully equalized across firms.

17.2. Wedges and Misallocation

The key for the efficiency of the models above is that firms in the market economy had

the same marginal product of labor as they are all responding to the same costs (in the

case of the examples above, the same wage rate). Equating the marginal products across

firms is precisely what you need if you want to maximize output. This is not the case in the

data. The discrepancies come from firm-specific frictions that distort the firm problem.

For example, some firms can be subject to certain forms of taxation while some others are

not (or just evade taxes).
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Example: Labor wedge. Consider an example with firm-specific labor taxes (or
equivalently, additional labor costs that vary across firms):

max z;nf - (1+1;) w.

In this case the optimal labor choice and output of a firm become

1 x
Ta ) T
* () = Xz * (o)) = o T x
n (Zl) ((1 N Ti) W) and Yy (Zl) 2 ( (1 + Ti) W) :

When we aggregate we can see the role of the distortions. Market clearing now requires

1 1-x
w* = /M 2 e di Noc—l
0 1+ Ti ’

and aggregate output becomes

the wage to be

Weighted Distortion

-

|

1
1-x

(7)™ rs
I+T; Z; LI« 1-
N (1+7;)dr (2;) (/ (1 +l’r-) dr (zl)) MION*
zZ; - 1
J () T dr (=) . . )
~ ~ - Distorted Productivity
w; Distorted Prod. Weights

where the distortions affect the problem twice, once distorting productivity and then also
as an average distortion weighted by productivity.

An important implication of this result is that distortions must vary across firms for
them to actually distort. If T; = T we can easily see that it cancels out of the expression
above.

TFPR. In the one input case studied so far (say, only labor) misallocation comes from
differences in marginal product or average products. When there are several inputs this
is not necessarily the case. Instead, for a production function y; = z; (f (¥;))* with f a
constant returns to scale function in inputs X = (x, . . ., x5), what must be equated across
firms is the ratio

Yi _
! _ =TFPR
f (xi)

This ratio is called the total factor productivity of revenue.
We can see how the TFPR determines the importance of distortions by focusing in
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the one-input case again. In that case TFPR; = % The efficient (planner’s) choice would
1

P
have been to have k = % = TFPR? and so variation in TFPR captures misallocation in this
i
model.
We can see the effect of distortions as the ratio of the market’s allocation to the planner’s

labor choice:

P o -1
n, Y. n y; K n; K TFPR; \ -«
9.:_1 =71 171 —_ - | L = ea:_> 0. = 1

So the variation in TFPR goes hand in hand with the distortions to the allocation, captured
by 6.

In the context of the example above with a wedge for labor costs we get 6; o (1+ ;) ra ,
so we can obtain the distortion as function of wedges as well. The advantage of TFPR is
that, unlike wedges, we can often measure it.

We can now relate the allocation distortions {6;} and the TFPR to productivity. Total
output in the distorted economy is

i M ags Mo« N gio [Mex Py Mo P
Y=/O zinidl=/0 0; (Zi<”i> >d1=/0 Giyidl=|</0 0;'n; di

But, notice that « is the average labor productivity in the undistorted (planner’s) economy.
So it must be true that Y? = kN. Replacing we get

p
yd (M . onio
= 0% L 4i
YP o ' N
~
Efficient Labor Weights

Moreover, this ratio is also equal to the ratio of TFP between the distorted and the
undistorted economies because the total labor input is the same (recall from the problem
above that the only difference between the aggregate production functions is in

productivity). This gives
TFP?

o = 0.8
TP /e dN (),

where N (0) = || {il0;<6} nWlPdi is the distribution of employment in the efficient allocation of
firms with distortions 0; < 6. However, this expression still depends on unknown quantities.

This formula is nevertheless useful because it highlight an important property of
distortions. In the words of Hopenhayn:
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Notice that this formula is silent about the productivity of the firms
underlying these distortions, so whether they are correlated is not important
per se. Correlation matters for a different reason. For example, consider two
groups of firms m; and my with productivities z; < 2o and optimal
employments 1y < ny. Suppose further that optimal total employment in both
groups is identical, i.e., mlnip = mznéj . Then the impact on productivity from
shifting a fixed number of workers from one group to the other is the same
regardless of whether they are shifted from the lower- to higher-productivity
group or vice versa.

Finally, to see the role of TFPR we can write the TFP gap between the efficient and the
market allocation using only measured quantities. Specifically, we can write (inverse of)
the TFP gap as a curved harmonic mean of the relative TFPR of firms, weighted by their
employment (or labor share). This is not obvious. We can construct the formula in steps.
First, the employment share of a firm is

n; wn; —_ 7
w (=) = (Lrm) o

Second, the relative TFPR is defined as

1 -1
. 2; T-x
TFPR;  yfn; ¥ M <1+Ti) :
mton S (1+Ti) 1 (1+Ti) di
TFPR YN [ 0 M (% \Fw
0 ( 1+ ) l

Finally, we can bring them together to express

1 1-x
1- M T« g
TFPP ( /M (TFPRi>1—loc n; i) v (fo 3] dl)
0

TFPd TFPR) Y ()P N
féwsz—%.(“Ti) di (f(fw ()" dl)
Jo (s ) e

Notice that this is the inverse to the expression above. A higher value implies more
misallocation.
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17.3. Application: Financial Frictions

Consider the economy described in Guvenen, Kambourov, Kuruscu, Ocampo, and Chen
(2023b) that follows the derivations in Hsieh and Klenow (2009).
Entrepreneurs differ in productivity (z; > 0) and produce a differentiated good according
to a linear technology:
x; = ik,

where k; is the final good used in production by entrepreneur i at age h. The final good, Y,
is produced according to a Cobb-Douglas technology:

Y — Q(XLI_(X,

where Q is the CES composite of intermediate inputs:

Q= (/xfdi)l/u.

To distinguish Q from the unadjusted capital stock, K = [ k;di, we refer to the former
as the “quality-adjusted capital stock,” since its level depends on the allocation of capital
across entrepreneurs. Total Factor Productivity in the intermediate goods sector can be

Q
K)
where TFP( captures the extent of misallocation of capital. We write total output as a

Cobb-Douglas function of K and L: Y = TFP - K*L"% where TFP = TFP% is the aggregate

written as
TFPQ =

TFP of the economy.
The final good producing sector is competitive, so the profit maximization problem is

o/p
max (/ xfdi) - / (p(x;) x x;) di - WL.

{Xi}, L

The first-order optimality conditions yield the inverse demand (price) function for each
intermediate input and for the market wage:

p(x) = aQ¥ LXMW= (1- ) Q¥L7.

The economy is distorted because of the existence of financial frictions in the form of
collateral constraints:
ki<® (Zl) X aj,
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This makes the entrepreneurial problem be

7t(a, 2) =k29%;§a{p(zk) x zk - (r+8) k},

where & is the depreciation rate. The price of the differentiated good can be written as
p(2k) = R x (2k) W1 where R = xQ* ML1~% yielding the solution

k(a, %) = min [(“RZ”>”,e(z)a] .

r+d

However, this makes it difficult to aggregate because the level of capital (and hence the
scale of each entrepreneurial firm) depends on the distribution of wealth. Nevertheless,
We can measure the effects of these distortions on aggregate TFP and output, following
a large and growing literature that frames the discussion on misallocation in terms of
various wedges, such as capital, labor, and output wedges. In particular, we follow Hsieh
and Klenow (2009) and compute measures of misallocation for this economy.

Instead of modeling and capturing the effect of a particular distortion, or distortions,
we infer the underlying distortions and wedges in the economy by studying the extent to
which the marginal revenue products of capital and labor differ across firms. This is based
on the insight that without any distortions, the marginal revenue products of capital and

labor have to be equalized across all firms.'?

TFP in the Q sector.. We will first focus on the intermediate goods sector. Under the
alternative capital-wedge approach, the problem of each intermediate goods producer is

T = II}(&X P (Ziki) Ziki - (1 + Ti) (R+Y9) ki )
i
where 7; is a firm-specific wedge. There are no collateral constraints. There is only one
input and, as a result, only one wedge can be identified.
The revenue TFP in sector Q for each firm iis
I ACHE:

1
TFPRQ’I = T = :L <]‘+Tl> (R+6) .

13This is the case in the monopolistic competition models, such as in Hsieh and Klenow (2009). Alternatively,
in environments like the ones in Lucas (1978b) and Restuccia and Rogerson (2008), in which firms feature
decreasing returns to scale but produce the same homogeneous good, the marginal products of capital and
labor have to be equalized in the non-distorted economy
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The aggregate TFP in sector Q can be expressed as

TR =
0 TFPRy \ ™" |\ ©
TFPy = < = / gi—— | di|
K i \ 'TFPRg;
where the average TFPR is

1

. 1 p(x)x .

TFPRAH = di .
Q ( / TFPRy; PgQ >

In the non-distorted economy, without capital wedges, the level of TFP in the Q sector is

jun
TFP}) = (/(zi)l—uu di) =
4

Therefore, we can measure the improvement in TFP in the Q sector, Q), as a result of
eliminating the capital wedges, or equivalently, as a result of eliminating the collateral

constraints:
bl

08
TFP = TFPR, : \ I a
Qp=1--—2=1- /E_Q’l di| .
TFP;, i \ # TFPRg

This measure does not capture the aggregate effect on the economy because (i) it applies

only to the Q sector and not to the production of the final good, and (ii) it does not take
into account changes in aggregate capital in the efficient economy with respect to the
equilibrium of the distorted economy. In the benchmark calibration of Guvenen et al.
(2023D) this variable has value of Q¢ = 0.35, implying TFP gains of 35% in the Q sector
coming from eliminating the collateral constraints.

Aggregate TFP.. The final goods producers operate competitively and face no constraints
or distortions, so there is no labor misallocation in the model. Because of this, the only
source of misallocation and TFP losses is the Q sector. We can therefore write output as

Y = TFP - K¥L%

where TFP = TFP% captures the aggregate TFP of the model. Similarly, we can define the
efficient TFP level of the economy as TFP* = (TFP*)* and the aggregate TFP gain from
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eliminating distortions in the economy as

TEP TFPg\
Qy=1- 0 =1- (TF%) . (17.1)

In the benchmark calibration, the total productivity gain from eliminating the collateral
constraints in the Q sector amounts to 16% higher TFP.
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PartV

Stochastic Calculus

This part of the course develops the mathematical tools necessary to study how random
variables affect optimization problems. We start with an overview of the most relevant
stochastic processes that we will encounter in the applications to come. The most
important result is Ito’s Lemma, which defines the way in which we can take derivatives of
functions that depend on diffusions. Then we can apply Ito’s Lemma to problems of
dynamic optimization, with special attention to stopping time problems. Finally we apply
it to the characterization of the distribution of a random variable. This is done by means of
the Kolmogorov forward equation.

All these sections follow closely Dixit and Pindyck (1994), with some portions adapted
from Stokey (2009).
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18. Stochastic Processes

18.1. Definitions

The idea now is to study sequences of random variables. A stochastic process is similar
to a random variable, with the difference that it also depends on time. Adding the time
dimension adds notation, but it does not change any of the main ideas. For convenience
we will first go over the definition of a random variable.

Definition 18.1. (Random variable) Let (Q, A, P) be a probability spaceand x : QO — Ra
real valued function. x is a random variable if and only if x is measurable, that is, if and
only if x! (B) € A for all B € B, where B is the Borel o-algebra on R. We further establish
the same notation:

(a) An outcome is an element w € Q.
(b) An event is a measurable subset of Q: A € A.
(c) The real number x (w) is a realization of the random variable.

(d) The probability measure for x is then: p(B) = P (x1 (B)) = P ({w € Qlx (w) € B}), for
B e B.

(e) The distribution function for f is: G (b) = p ((-o0, b)), for b € R.

Now we can work on adding the time dimension to the definition of a random variable.
In general time can be discrete or continuous, but in what follows we will assume that
time is continuous starting at 0 and going on forever, so t € [0, c0). Intuitively a stochastic
process is formed by function x : [0, c0) x O — R that gives a realization for every outcome
and time. At every point in time the random variable takes a variable, the sequence of
those values forms the realization (path) of the stochastic process.

The question is on how to measure the possible outcomes of the random variable
through time. We need a way of determining where the random variable is at a certain
point in time, and where it has been, but that does not provide information about the value
of future realizations. This is achieved using a filtration.

Definition 18.2. (Filtration) Let A be a o-algebra. The set A = {At|t > 0} is a filtration if
A CAand A; C Asforallt > 0 and s < t. Ay is the set of events known at time t.

Now we can define a stochastic process as a function that is measurable in a filtered
space.
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Definition 18.3. (Stochastic Process) Let (O, A, P) be a filtered probability space with a
time index t € R+, and let B+ be the Borel sets of R+. A stochastic process is a function
x : [0, 00) x QO — Rthatis measurable with respect to B+ x A (that is, x is jointly measurable
in (t, w)). Moreover:

(a) Forallt € R+ and w € Q, x (¢, w) is measurable with respect to A, where A; is in the
filtration A.

(b) Forallt € R+, x(t,-) : Q — Ris an ordinary random variable on the probability space
(Q, Az, Py).

(c) Forall w € Q, x(,w) : R+ — R is a Borel measurable function. This is called the
sample path of x.

18.2. Discrete time examples

It is not hard to come up with examples of discrete time stochastic processes. They are
often used to model the behavior of many stationary economic variables by means of
ARMA(p,q) representations, as well non-stationary variables usually related to random
walks.

To fix ideas we start with the simple example of a (fair) coin toss. There are two possible
outcomes, so Q) = {H, T}, when tossing the coin is always possible to know which outcome
occurred, and whether or not the coin was tossed, this gives: A = {{H}, {T}, 0, Q}. Finally
the probability distribution P assigns values to sets in the o-algebra A:

PUHN=P(TH=, P(H=0 PO)=1

Now we can define a random variable e : Q — Ras:e(H) =1land e(T) = -l.eisa
random variable with respect to the probability space (Q, A, P). As will be the case almost
always we can dispense of the outcome space Q for most applications and just refer to the
random variable and the probability distribution induced over its values. In this way we
have: € € {-1,1} with Pr (e =1) = Pr (e = -1) = 1/2.

Furthermore we can extend this example to define the stochastic process that comes
up from the repeated coin toss. In this case time is discrete and finite t € {1, 2, 3} and at
each time a coin is tossed, then the random variable variable €; is defined as the value of
e given the outcome of the " coin toss. The sequence {€t}‘§=1 is a stochastic process with
respect to the filtered probability space (Q, A, P), where:

Q={(H,H,H),HHT),H,T,H),HT,T),(T,HH),(T,T,H),(T,HT),(T,T,T)}
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1
A=20  P(w)= g VYweo

The filtration is established taking into account that at each point in time only the outcome
of current and past tosses is known:

‘Al = {®J QJ {(H) H) H) ) (H) H) T) ) (H) T) H) J (H) T) T)} ) {(T) H) H) ) (T) T) H) ) (T) H) T) ) (T) T} T)}}

'AZ = {@) Q) {(H) H) H) ) (H) HJ T)}J {(TJ H} H) ) (TJ H} T)}) {(H) T) H) ) (H) T) T)}) {(T) T} H) ) (T) TJ T)}}

.AgZ.A

So, in the first o-algebra all outcomes for which the first toss comes up heads are
indistinguishable from each other, in the second o-algebra one can distinguish between
outcomes that have the sequence {H, T} and {H, H}, but no information is given about the
outcome of third toss. This same ideas apply if time goes on forever, so we can define our
stochastic process over t € N.

In the previous example the stochastic process obtained satisfies the property of being
iid (identically and independently distributed). The values of the stochastic process at
each point in time are independent from its previous values, and they all have the same
probabilities of occurring.

We now use our stochastic process {e;} to define a random walk. Random walks are
particularly useful to understand the behavior of continuous time stochastic processes. As
we will see the building block of most of them is the continuous time approximation of a
random walk.

Example 18.1. (Random Walk Process) Consider a stochastic process x. Denote by x; the
value of x at time t, and fix the initial value xg. x; is assumed to evolve according to:

Xt =Xp-1 t € fort>1

¢ is a random variable that can take two values {-1, 1}, and its probability distribution is
independent of time, so that: Pr(e; =1) = Pr(e; = -1) = %

Given the starting value X the variable x; can only take on discrete values. For
instance, for xy = 0 and t odd they are {-t,...,-1,0,1,...,t}, and for t even they are
{-t,...,-2,0,2,...,t}. These values tell you which paths of the process cam be known at
time t.

Finally, this process has no drift. Given an initial value x; the expected value of x;
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for any t is xg (E [x¢] = xp), this follows from the expected value of each change being
E[xt - xt-1] = E[et] = 0.

This process can be generalized in many ways. The most useful one for our purposes is
to allow for drift, which can be done by changing the probabilities of the random variable
€¢, letting Pr(e; = 1) = pand Pr (e; = -1) = 1 - p achieves the desired result. If p > 1/2 the
process will have positive drift.

18.3. Brownian motion (Wiener processes)

A Brownian motion, or Weiner process, is a continuous time stochastic process (W (t)) that
satisfies three properties:

(a) W (¢) has continuous sample paths.
(b) W (t) has stationary independent increments.

(c) Increments of W (t) over a finite interval of time are normally distributed with variance

that increases linearly in time.

The first property implies that a Brownian motion has no jumps, so as the time interval
goes to zero the change in the process must also go to zero. The second and third properties
imply that the change in W (t) over some interval of length At must satisfy:

AW = VAt e ~N(0,1)
which we write as dW = e;\/dt as At — 0. This implies that:
E[dW] =Ele]Vdt=0  V[dW]=E|e}| dt=dt

Moreover we assume that e; is serially uncorrelated, i.e., E [eres] = 0 for t 7s, so the values
of dW for any two different time intervals are independent.

Its easy to note the relation between the Brownian motion and the random walk
processes. In discrete time we had Ax; = x; — x;_1 = €:At, where At = 1. We will use this
fact when approximating Brownian motions using random walks as At — 0.

To see that this representation implies the third property consider a time interval that
starts at t and ends at T, and divide into n intervals of length At = T/n. Then we have:

W(+T)-W(t)=) VAt

1=1

140



What we want to show is that W (t+ T) - W (t) ~ N (0, t). To prove this we can use the
Central Limit Theorem:

Theorem 18.1. (Central Limit Theorem) If {e1, €9, €3, . . .} are iid (but not necessarily normal)
n

>ei-nu

withE [e;] = < oo and V [e;] = 02 < o0, then Zp = y/n=-—— — N (0,1) asn — cc.

n
Note that €; already satisfies being iid and E [¢;] = 0 and V [¢;] = 1, s0 Z, = \/n)_€;.
i=1
Then we can write:

W (t+T)-W(t) =VTZ,

By the CLT this convergesto a N (0, T) as n — oo.
A Brownian motion can be generalized to have drift 1 and variance ¢?. This is done by
adjusting the way the increments of the stochastic process work:

dx = udt + odW

In this case the increments are given by a non-stochastic component udt, which indicates
that the process will drift by u per unit of time deterministically if there are no shocks, and
by a stochastic component cdW, where o is scaling the variance of the increments of the
Weiner process W. This process satisfies:

Eldx] =udt  V[dx] =o%dt

18.3.1. Random walk approximation of a Brownian motion

As mentioned above we can use the similarities between the increments of a Brownian
motion and the increments of a random walk to approximate continuous time processes
using discrete time ones. This is important because of two reasons: it helps explain the
mechanics of the continuous time model, and it provides an algorithm for simulation in
the computer.

Our objective is to approximate the a Brownian motion with drift:

dx = udt + odW

We will approximate with a discrete time process y whose increments are h with probability
p and -h with probability 1 - p. This gives:

E[Ay|=ph-(1-p h=Q2p-1)h
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v[ayl=E[ay?] - (E[ay])? = (1- @p-1?) 12

In order to get the approximation we need to choose values for h, p and At so that:

uAt=2p-1h
02At=4p(1—p)h2

Solving for p we get:

The roots of these equation are:

where the approximation follows if At is small enough relative to 0%/, because we are
taking At close to zero this assumption is satisfied. We further choose only the “+” root
because that way p > 2 when n > 0.

Now we can find a value for h:

0?At=4p(1- p)h?

0?At=2 <1+”\/_> (1—§<1+”\/_>)
o?at=(1+2Vat) (1- EVat) 12
tar=(1- () ar) 2

0?At ~ h?

oVAt~h

As before we can disregard the term (& ) At as long as At is small enough relative to 0/u?
As an exercise can verify that the first equation also holds:

uAt=Q2p-1)h
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uAt=(2p—1)G\/A_t
g\/zT=2p—1

1 0
— |1+ —\/At> =
2 ( o P
In order to simulate a Brownian motion with parameters (i, o) we can do as follows:

. 2
(a) Seta At small relative to <.
o

(b) Set p=1 (1+ %\/A_t) and h = ov/AL

(c) Simulate the increments of x by drawing realization of a random variable e; that takes
value h with probability p and -h with probability 1- p.

18.4. Ito processes

Ito processes are the generalization of Brownian motions. Their drift and variance is
allowed to depend on the level of the process and the time:

dx =u(x,t)dt+o(x,t)dW (18.1)

where the functions p and o give the value of the mean and standard deviations of the
increments of the process x:

wGe )= lim S B [x(t+2)-x(0) () =]

(00, 0) = lim 2B [(x(e+2) - x (0)2 x (1) = x]

For future reference note that an Ito process can also be represented as:

x (t) :x(O)+/Otu(x,s)ds+/0tcr(x,s)dW(s)

where the last term is a stochastic integral. Stochastic integrals play an important role in
the theory of stochastic processes, for now it suffices to state the following result.

Proposition 18.1. Let x (t) be an integrable function, then E [ fot x(s)dW (s)} =0.

This proposition states that the expected value of a stochastic integral is identically

zero. The derivation of the result, along with other properties can be found in Stokey (2009,
Sec. 3.2).

Two Ito process are of particular importance. They are presented in the examples below.
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Example 18.2. (Geometric Brownian notion) A Geometric Brownian motion is an Ito
process with p (x, t) = ux and o (x, t) = ox, so:

dx = pxdt + oxdW

A geometric Brownian motion can be thought of as a Brownian motion where the properties
apply to percentage increments instead of increments:

d_x = udt + cdW
x

So the percentage increment, dx/x, are normally distributed with mean pAt and variance
2
0-At.

Example18.3. (Ornstein-Uhlenbeck process) Unlike the previous processes an OU process
is mean reverting, similar to an AR(1) process in discrete time. An OU process is an Ito
process with w (x, t) = (X - x) and o (x, t) = 0. If x > X then the process drifts down, and if
x < X the process drifts up.

dx =p(x-x)dt+odW

18.5. Jump processes - Poisson Processes

Jump processes are a type of stochastic process that has discontinuous paths. Jump process
change by discrete amounts when a certain outcome occurs. The most important Jump
process is the Poisson process, which is just a jump process such that the time of the jumps
follows a Poisson distribution. To define it let A be the mean arrival rate of a jump and u
the size of the change of the process (usually u = 1, but in general u can be itself a random
variable). Then for some process g we have:

p 0 with prob. 1- Adt
q =
u with prob. Adt

We can now define a more general process that depends on the Jump process g:
dx = f (x,t)dt +g(x,t)dg (18.2)

where absent a jump x evolves deterministically according to the function f, and when
there is a jump it moves according to function g,

E [dx| = f (x, t) dt + AEy [g (x, t) u] dt.
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19. Ito’s Lemma

We are often concerned with the behavior of functions of stochastic processes, in particular
the differentials of those functions. The number one example at hand is to know how the
value of an asset (or an option) evolves over time. Ito’s Lemma gives a way to compute those
differentials. This relates the functions we are interested in to the stochastic differential
equation that governs the underlying stochastic process.
Consider a function F (x, t) that depends on a stochastic process x. x is assumed to be
an Ito process following:
dx=pn(x,t)dt+o(x,t)dW (19.1)

Normal calculus rules would give the differential of F as:
dF = a—Fdx + a—th
0x ot

Although not always clear, one of the reasons for expressing the differential without
resorting to higher order terms is that those terms depend on dt?, dt3. ... As dt — 0 all
higher order terms go to zero faster, and are hence ignored. But stochastic process add a
new factor because their components depend of time through v/dt, so square terms like
(dx)2 must also be considered.

A second order Taylor expansion of F gives:

02F
ot2

02F

_OF OF . 1 9 ,  0°F
dF = adx + Edt + > (@ (dx)* + (dt)” + 32 (dx) (dt))

As shown in @ksendal (2003, Sec. 4.1) dWdt = dt? = 0, they can be safely ignored because

they depend on terms of order higher than dt. That leaves us with:

OF OF . 10%F ,
dF = —dx+ —dt+-— (dx 19.2
0x ot 2 0x2 (@) 19.2)

From the definition of our Ito process we get:

(dx)? = (p,z (%, £) (A1) + 201 (x, 1) 0 (x, £) dLdW + 62 (x, 1) (dW)Q)

= 02 (x, t) (AW)?

We can again drop the terms involving (dt)2 and (dtdW), and also show that (dW)2 = dt
(recall that E [(dW)z] = dt). The proof is not hard and can be found in @ksendal (2003, Sec.
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4.1). Replacing:

B 10%F / ,
dF—( dx+—atd) T 2(0 (x,t)dt)
_[OF OF 1 , d°F OF

This derivation (Ito’s Formula) means that y = F (x,t) is itself an Ito process with
Hy(x,t) = (Ft +u(x,t) Fy + %02 (x, 1) Fxx> and oy (x,t) = o(x,t)Fx as parameters.
Unsurprisingly, the expected value of yis wy (x, t) and its variance is oy (x, t) dt.

19.1. Application to geometric brownian motion

We can use Ito’s Lemma to obtain the properties of different stochastic processes. For
instance the Geometric Brownian motion can be shown to be the exponential of a
standard brownian motion, or equivalently it can be shown that the logarithm of a
geometric brownian motion is a brownian motion.

Let x be a geometric brownian motion satisfying:

dx = uxdt + oxdW

and y = Inx. By Ito’s Lemma:

B 1 159 (-1

dy= (le po + 29X (x2>) dt + ox - —dW
1

= (u— 50'2> dt + ocdW
thus y is a brownian motion with parameters uy = u - G and oy = 0. The drift of yis
lower than the drift of x, because the logarithm is a concave function Jensen’s inequality

implies that the expected value of the log is lower.
We can also obtain the expected value of x by noting that:

t t
x(@t)=x0)+ [ pux(s)ds+ / ox (s) AW (s)
0 0

taking expectations gives:

t
Ex (t)] = x (0) + /0 WE [x (5)] ds
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recalling that the third term is a stochastic integral, and hence has expected value equal to
zero. From this equation we can derive a first order differential equation for the expected

value of x:

dE [x] = uE [x] dx

The solution for this equation, given the boundary condition E [x (0)] = x (0) is:
E[x] = x (0) e

Finding the variance (and other moments) works in the same way. For the variance we
want to obtain an expression for x?, so first consider the function f (x) = x?. By Ito’s Lemma

we get:
af = (2px2 + szz) dt + 20x*dW

t

t
x? = f (%) :x(z) + (2u+ 02> / x? (s)ds+20/ x2 (s) AW (s)
0 0
We can now take expectations to obtain:
t
E|x?| =x%+ (2u+0? / E |x% (s)| ds

] =g+ (aure?) [ B[ 0)

which leads to a differential equation for E [x?]:
B[] = (2u+ ) B[
E [xz] = 2 (0) o(2nta?)t

the variance is then:

Vix]=E [xz} ~E[x]?
— xz (0) e(2p+62)t _ x2 (0) ezut

= x2 (0) M (e“zt - 1>
Some applications are shown below:

Example 19.1. Consider an asset that gives flow payoffs x that evolve according to a

geometric brownian motion
dx = uxdt + oxdW
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we can compute the expected discounted value of holding that asset easily using the results
above:

E {/Ooo e Plx (1) dt} = /OOO e PE[x (1)] dt = /Ooox(O) e (Pt gt = %

Example 19.2. Now consider an agent that receives flow consumption of x, which evolves

. . . . T 1-0
again as a geometric brownian motion. The agent’s utility is CRRA, so that u (x) = -5 . We
want to know the expected present value of utility.

E { / e Pty (x (1)) dt] = / e PLE [u (x (1))] dt
To know it we need to compute E [u (x (t))]. From Ito’s Lemma we have:

1
du = <ux x4 iozxz . <—8x‘e"1>> dt + ox - x 9dw

0 1-0

)\ -8 x
du—(l—e) (I_L—EG ) mdt+(1—e)0mdw

du=(1-0) (u— 202) udt + (1-0) cudW

Thus, u is itself a geometric brownian motion (actually if x is a brownian motion xX is a
)
geometric brownian motion). Using our previous results we have:

Bl = u (e (o)) O ()"

So we have:

(xc ()
(1-6) (p— (1-0) (u— ggz»

E [ / e Plu (x (1)) dt] = / e P E[u(x (t)] dt =

19.2. Poisson Processes

Similar, and simpler, results can be obtained if x follows a Poisson process:
dx = f(x,t)dt + g (x, t) dg

and we have a function H (x, t) that depends on x. Unlike the Ito Process the Poisson process
does not depend on V/dt, so higher order terms in the Taylor expansion can be ignored
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altogether to get:

dH = Hydt + Hydx
= (Ht + f (x, 1) Hx) dt + g (x, t) Hxdq

The expected value of this change must take into account the probability of a jump in g
(given by Adt), so we have:

E [dH| = (H¢ + f (x, t) Hx) dt + AEy, [H (x + ug (x, t), t) - H (x, t)] dt (19.4)

it follows, by using the identity function that E [dx| = f (x, t) dt + AEy [ug (x, t)] dt.
We can apply this result to a couple examples taken from Dixit and Pindyck (1994):

Example 19.3. Consider an individual that lives forever and receives a wage w (t) at each
point in time. The wage increases by € at random times, following a Poisson process with
arrival rate A, so:

dw = edq

The individual wants to know the expected discounted value of taking the job we need to
compute:

V(w)=E {/OOO e Plw (1) dt}

The function V (a value function) has a recursive representation, this is easier to see in the
discrete time approximation. Consider a period of length At, then:

Vw(t)=w(t) At + E[V (w(t+ At))]

1+ pAt
(1+pAt)V (w(t) = 1+ pAt)w(t) At+ E[V (w(t+ At))]
P (A V (w(t) =1+ pAt)w () At+E[V (w(t+At)) -V (w(t))]

oV (w (1) = (1+ pAD w (5 + 0
Taking the limit as At — 0 we get:
_ 4 EldV]
pV=w+ o (19.5)

Staying in the job works just like an asset, with a normal return at rate p being equal to the
sum of the dividend (in this case given by the wage) and the expected capital gains (from

changes in the wage). In the expression above % =limas_o ﬁE [AV]
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We can apply the formula from above:
E [dH| = (H¢ + f (x, t) Hx) dt + AEy, [H (x + ug (x, t) , t) - H (x, t)] dt
where H=V,x=w, f (x,t) =0and g (x, t) = € and u = 1 with certainty:

E[dV] =X (V(w+e)-V (w))dt

O
= Ae ( / e'ptdt) dt
0

A
= _€dt
(Y

This leaves us with an explicit solution for V:

V= Y, —
PP
V is equal to an asset that pays the current wage forever plus the capitalized value of the
average raise in wages per unit of time.

Example 19.4. Consider now a firm that produces using capital. As long as capital is
operational a flow profit of 7t is obtained, but capital becomes obsolete when new
technologies arrive. These innovations occur at random times following a Poisson process
with arrival rate A. Once the innovation arrives and the capital becomes obsolete the firm
goes out of business forever.

The value of the firm follows a process:

dVv =-Vdgq
The return can be found as before:

1
pV=m+ —E [dV]

To find E [dV] we can again use our formula with H = V, the identity function:
E [dV] = -AVdt

replacing we get
T

V=n-AV V= .
pV=m or oA
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Which this is equivalent to solving:
0
V= / e PNy
0

This should not be a surprise. Consider the case where there are no shocks and the firm
can operate forever with certainty. Then V is:

O
V= / e Pludt = T
0 P

Now the firm shuts down with a certain probability, given by the arrival of the Poisson
shock. Then:

x (6.9]
V=E [ / e‘Ptﬂdt} = / Pr [No shock until time ¢| e Pt
0 0
The probability of there being no shocks is known:

Pr [No shock until time t] = e M

Replacing gives the desired result.
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20. Dynamic Programming

In dynamic programming we aim to develop tools for solving problems that involve actions
through time, that in turn affect the total value obtained by the agent takin the decisions.
The key of dynamic programming is that it focuses on the current decision being taken
and its effect on the continuation value for the agent, rather than try to solve for the whole
sequence of actions at once.

20.1. Discrete time overview
Dynamic Programming

To build up to the concepts of dynamic programming in continuous time we will first
consider a simple discrete time problem of a firm that must invest a fixed amount I to set
up the operation of the firm. Once the firm is operational the firm produces one unit of
good every period.The current price of the good is known and given by p,, in the second
period the price can go up or down:

(1+u) py with prob. g
(1-d) py with prob.1-g¢

After that the price is constant. Hence, the firm’s decision is whether to invest in the first
period, in the second, or not to invest at all. It makes no sense to wait any longer because
no new information will arrive after the initial change in price. The firm discounts future
payments with an interest rate r.

We can solve the problem by tracing the decisions that the firm can take. In the second
period, once the price is known and assuming that the firm is not yet in operation, the firm
can either invest or not. If the firm does not invest it gets zero payoff, if it invests it gets:

p p S | 1+7
F =p +-L+ L= ;= ——
1(p1) = Pt 147 (1472 pllzz(;(Hr)l r P

The payoff of the firm is then:

Vi(py) =max {F; (p;)-0,0}

Knowing this is relevant because if the firm does not invest in the first period it can always
do so later, so V; constitutes the continuation payoff of the firm. The payoff to the firm if it
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does not invest in the first period is then:

B[V (p)] = o (a2 (% ) po) + (- 9) V2 (- ) py)

If the firm invests in the first period the payoff is:

Fo (po) = po+ %E [F1(p1)]

- p0+1T1r (gF1 (@A +u) po) +(1- ) F1 (1-d) py))
= po + (%(Hu) p0+1_7q(1—d) Po)
:%(1+r+q(u+d)—d) Po

So, the value of the firm is:

¥o (o) = max {Fo (o) -1, 117 E 7 (1))}

In this example we already see the basics of dynamics programming, splitting the
problem into the decision at hand (invest or not invest) and the continuation value that they
entail. The example also highlights one of the recurring topics of the course: option value.
The firm has an option that allows it to invest any of the two dates. Waiting in this problem
has value, because investing in the future also means to invest with better information. In
fact we can compute the value of this option (to wait) by comparing the value that the firm
would have if it was forced to take a decision in the first period:

Qo (pg) = max {Fy (py) - 1,0}

with the value that includes the possibility of action in the second period:

Vo (po) = Qo (o)

We can now extend this simple model to allow for action in many periods (more than
two). Consider a firm that operates for T < oo periods. In each period the firm will choose
the value of a control variable u that affects (potentially) the per-period payoffs of the firm,
namely the profits, and the evolution of a random variable x. x is assumed to follow a
Markov process so that the CDF of x4 is @y (xp+41]xt, ut). The random variable x is also
allowed to affect payoffs, so per-period payoffs are: 7t (ut, xt).
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The firm discounts the future at rate -1~ and receives a final payoff pf Qr (xr) in the

1+p
last period. The objective is:
T-1 1 t 1 T
Vo) = max 2|3 (13,) o+ (1) or <xT>] (201)

dynamic programming allows us to write the problem recursively. In the last period we
have:

1
V-1 (xr-1) = max 7 (ur-g, xr-1) + <—1 " > E [Qr (x7) |XT-1, Ur-1] (20.2)
T-1 P

For all other periods we can use the notion of continuation payoffs to obtain:

Vi (xt) = max (ut, xt) + <ﬁ> E [Vi1 (ocp41) |, ue] (20.3)
The problem can then be solved by backwards induction, choosing contingent plans for
ut (x¢) one period at a time, instead of tackling the more complicated problem of choosing
the whole sequence of {u;}.

When time is not finite, there is no terminal date, and we cannot use backwards
induction to solve the problem. In this case the value of the firm itself is also independent
of time, because each period is just like the next. We then have:

Vix)= ml?xn(u, x) + <ﬁ) E [V (x/> |, u} (20.4)

the problem is now to find a function V that satisfies the equation above. The details behind
the solution to this problem can be found in Stokey, Lucas, and Prescott (1989).

This setup is very versatile and can be applied to firm problems as the one above, but it
is also at the core of modern macroeconomic theory. The following examples make this
point in a non-stochastic version of the model.

Example 20.1. Consider an economy in which the representative consumer lives forever.
There is a good in each period that can be consumed or saved as capital as well as labor.
The consumer’s utility function is

00
|4 (E()) = Z Btlog Ct
t=0

Here 0 < 3 < 1. The consumer is endowed with 1 unit of labor in each period and with
ko units of capital in period 0. Capital fully depreciates each period. Feasible allocations
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satisfy
Cr+ kppp < QKX

Here 0 > 0 and 0 < & < 1. We can formulate the problem of maximizing the representative
consumer’s utility subject to feasibility conditions as a dynamic programming problem.
The appropriate Bellman’s equation is:

V (k) = max {logc+ BV (K)}

okl

st.c+ kK < k¥
o,k >0
0<I<1

To solve it we guess that the value function has the form aj + a; log k and solve for the
decisions of the consumer. The constraint will hold with equality because the utility
function is strictly increasing in consumption, also production increases with labor and
there is no disutility of it, hence there is a corner solution for labor indicating [ = 1, so
with the guess the problem becomes

ap+ajlogk=  max  log <9k°‘l o k’) +B (ap + a1 logk)
Ke [o,ekoczl-“]

Then the FOC is
1 _Bay

pkxjl*x_p K

solving for K’

K =Baq (ek“zl—“ - k’)

Bay (em“‘)
- 1+ pBay

Then plugging this back into the value function you get

Bay <9k°‘ll‘°‘) Bay (em“")
ap +a;logk =log oK) 1 - +B | ap +aplog

1+ By 1+ Py
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Collection terms with k you get

ajlogk = ologk+ Baj;xlogk
aj (logk - Bxlogk) = xlogk

which means the policy function is

By (0k1M)

==

K= = BaOK* 1

=1
c=0K* % - Bk 7

Optimal Stopping Time

There is another type of problem that deserves special treatment. Optimal stopping time
problems are at the core of the continuous time applications in the rest of the course. In
these problems the agent faces a binary choice (instead of a continuous choice as in the
example above), they resemble the example of the firm at the beginning of the Section
where the firm has to choose whether or not to invest. This problems are characterized
by the inaction of the agent, because the agent usually acts just once, and most of the
time the optimal choice is to do nothing. To characterize these problems let Q (x) be the
termination payoff received once the action is taken (and time is stopped). It depends on
the value of state x. The Bellman equation is now:

V (x) = max {Q (%), ml?xn(u, x) + <ﬁ) E [V (x/) |, u} } (20.5)

We can now define a stopping time as a random variable that signals the decision to stop
and take the termination payoff Q (x). So:

T = {x|Q (%) > mL?.XT[(u, x) + (ﬁ) E [V <x/) |x, u} } (20.6)

In general T* can take many forms, but in most (if not all) of the relevant economic
applications it will take the form: T* = [x, c0), T* = (-o0, x] or T* = (-00, x] U [X, 0). As an
example we apply these ideas to the problem of search and unemployment, the McCall
search model.
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Example 20.2. Consider the following infinite horizon model. An agent searches for a job.
Each period the agent receives a wage offer from a distribution F (w) with bounded support
W = [0, W]. If accepted the agent will remain employed at that wage forever. If rejected
the worker receives unemployment benefits b. Wage offers are iid over time. The worker
preferences are > B!c;. Assume no borrowing or lending.

We first set up the workers decision as a dynamic programming problem:

E _ w
Vv (W)—m
VU=b+f5/maX{VE(ﬂ/),VU} dF ()

The decision of a worker when facing a wage offer w is to accept it or reject it, the worker
will accept if VE (w) > V¥ and reject otherwise. Then the value of the worker is:

V (w) = max [VE (w), VU}
V (W) = max [% b+ ﬁ/V(ﬂz) dF (W)]

Now we need to show that the decision to take action (accept a job offer) is given by
T* = [w, o), where W is the reservation wage. To show this, note that V'V is independent of
the wage and that VE is increasing in wages. The reservation wage satisfies:

ll: +[5/V(w)dF w)

This implies that V is constant for w < w, because the offers are rejected, and it is equal to

VE for w > w:
W . —
v<w>={m e

W . —
i3 ifw>w

It is left to find w. To do this we should first solve for V'V:

VU:b+[3/max VE(W),VU}dF(ﬁ/)

—b+[3/ —dF [3/ —dF
b+ 1136 </0 wdF(w)+/W wdF(w))
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W w
b+%<w_/w WdF(fV)+/W fvdF(W))
B
b+m

<W+/W(17V—W)dF(ﬁ/)>

The agent knows she is guaranteed to have w forever, finding a job just adds to the value
with the wage in excess of w.
Turning back to determining w we can replace VU to get:

w
W:b+%/w (W - W) dF (W)

This equation is guaranteed to have a solution for w € [c, W|. The LHS is increasing in w,
while the RHS is decreasing in w.

20.2. Continuous time dynamic programming

We can now turn to develop a general framework to solve dynamic problems in continuous

time. To start consider the problem developed in the previous section with periods of

length At. The agent receives a payoff 7 (u, x) At every period (where 7 is the payoff flow),

and discounts the future at a rate p per unit of time, so the effective discount rate for the
1

period of length At is: ToAE" This leads to the following Bellman-type equation

V(x)= mlaiumt(u, x) At + (1+1)At) E [V (x/> |, u] (20.7)

Rearranging we get:

" E [(V (x/) - V(x)) |, u] 208)

= +
pV (x) max (1+ pAt) t(u, x AL

Taking the limit as At — 0 we get our continuous time Bellman equation:

PV (x) = max (u, x) + %E [dV (x) |x, u] (20.9)
where
ElV] v Lepam

dt At—0 At

Equation (20.9) works just like a non-arbitrage condition. We can thing of the agent as

158



holding an asset with value V. The LHS gives the normal rate of return per unit time that
the agent requires to hold the asset, given the discount rate p. The RHS gives the effective
payoff of the asset, composed by the immediate flow payoff 7, and the expected capital
gains (brought up by changes in the value of the asset).

We can further characterize the problem given knowledge of the stochastic process
that x follows. This will allow us to evaluate the expectation in (20.9). If x follows an Ito
process, as in equation (18.1), then Ito’s Lemma gives the following result:

v = <u(x, HV + %GZ (x, ) V") dt+0 (x, 1)V dW
E[dV] = <u(x, HV + %02 (x, ) V”) dt

Replacing we get the Hamilton-Jacobi-Bellman equation:

"

PV (x) = max (u, x) + . (x, 1) v (x) + %oz e, )V (%) (20.10)

We can take FOC with respect to u and then get a differential equation for V that we can
solve.

If x follows a Poisson process, like the one in equation (18.2), we can obtain a similar
result. From equation (19.4) we can compute E [dV]:

E[dV] = ( Fet)V (x)) dt + AEy, [V (x + ug (x, £) - V (x)] dt

Optimal Stopping Time and the Smooth Pasting Condition

We now go back to the stopping time problem reviewed in Section 20.1. Consider then the
problem of an agent that is engaged in some activity (say running a firm). The agent gets a
flow payoff of 7t (x) if she continues with the activity, and Q (x, t) if she quits the activity
(stops). The value of the agent is:

V(x,t) =max{Q(x, ), m(x) At + T+ pAL

E[V (x+dx,t+At)] } (20.11)
where x follows a diffusion process and in equation (18.1). We assume that Q is continuous

and weakly increasing in x.
In order to solve the problem we need to find regions of x where it is best for the agent
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to continue and those for which it is best to stop. If x is in the continuation region then:

oait [V ()]

From above we know that this implies that for x in the continuation region we have (by

V(x) =m(x) At +

applying Ito’s lemma):
1
PV (5, 1) = 70 () + Vi (x, ) + 1105, 1) Var (5, ) + 507 (5,1) Vi (3, 1)

For simplicity we assume now that the continuation region has the form x > x* (¢). It is
only for x > x* (t) that the equation above holds. In order to solve it we need to impose
certain boundary conditions.
By assumption we know that V (x) = Q (x, t) for x < x* (t), then, by continuity we can
impose that:
V(" (1),t) =Q (x* (1), 1)

this is called “value-matching”. Continuity at x* is actually necessary for a solution. Suppose
for a contradiction that it is optimal to stop for x < x* (t), but that V (x* (¢), t) < Q (x* (¢), 1),
because V has to be continuous in the domain x > x* (t) (because it is the solution to a
differential equation), and Q is continuous by definition, then it holds that for x to the
right of x* (t), but sufficiently close to x* (t) it also holds that V (x, t) < Q (x, t), which
contradicts x > x* (t) being the continuation region. A similar argument applies for the
other inequality.

But this condition is not sufficient to solve the problem, because the value of x* (¢) is
still unknown. The condition that allows us to solve the problem (of jointly finding V and
x*) is to impose further smoothness to our value function, it must not only be continuous,
but continuously differentiable. This condition is called “smooth pasting” and it requires
the first derivative of the value function to be continuous, that is:

Ve (X" (1), 1) = Qu (X" (1), 1)

The reason behind the smooth pasting condition is not at all evident. I will illustrate it
below, but I recommend checking Appendix C of Chapter 4 in Dixit and Pindyck (1994), or
Stokey (2009, Prop 6.4 pg 124).

To see why the smooth pasting condition arise consider the following case built for a
contradiction: the value matching condition holds, but the smooth pasting condition fails,
hence V and Q must meet at a kink. There are two options:
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(a)

There is an upward kink (forming a concave function). If this is the case then, by
continuity, Q would be higher than F for some value x > x*. Contradicting that the
continuation region starts at x*.

There is a downward kink (forming a convex function). If this is the case then x* cannot
be a point of indifference either. There is a better strategy, namely continuing for some
time At and then choosing what to do. This strategy give higher (expected) payoff.

To see this recall the random walk formulation of the brownian motion, in a time lapse
At x can either go up by h with probability p or down by -k with probability 1- p, where:

h=oVAt =%(1+§\/A_t>

Then the agent can continue if the step is upward and stop if it is downward. The
expected payoff of this strategy is:

V(" (1), t) =7 (" (), t) At+ [pV (x* (t) + byt + At) + (1- p) Q (X" (t) - h, t + At) ]

1+ pAt

We can take a Taylor expansion around (x*(t),t) to approximate the value of
V (x* (t) + h, t + At) and Q (x* (t) - h, t + At):

V(" (t)+ht+At) & V (" (1), 1) + Ve (X" (t),t) B+ Vi (" (), ) At
Q (" () - ht+AL) = Q (x* (1), 1) = Qux (2" (t),t) B+ Qp (™ (1), 1) At

Replacing gives:

V(" (t),t) =7 (" (1), t) At + 1+1pAt
where we use the value matching condition and the fact that ph =~ %ox/ﬂ and
pAt ~ JAL.

What matters for evaluating the strategy is the continuation value, and that At is of
order Hh?, so the first two terms in the continuation value
(V (x*(t),t)+ %h (Ve (x* (), 1) = Qx (x* (1), t))) will dictate the behavior of the gain as
At — 0 (or equivalently h — 0). These terms are positive as long as
Vi (x* (1), t) > Qx (x* (t), t), which is the case if there is a downward kink.

Then there cannot be a downward kink, because it would contradict the optimality of
the strategy of stopping at x* (2).

Example 20.3. Consider a firm that has flow revenues of ¢, and that can be closed at any
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time and sold for a value Q > 0. The owner of the firm is risk neutral and discounts the
future at a rate p > 0. x; follows:
dx; = udt + cdW

The problem of the firm’s owner is then:

V(x):max{Q, AL+ E[V(x+dx)]}

1
1+ pAt

where continuation is optimal for x > x*. This problem is independent of time.
As long as x is in the continuation region the value function satisfies the HJB equation:

OV () = €+ Vi () + 502Vace ()

This is a second order ordinary differential equation with constant coefficients. Then we
know that the solution has the form:

V (x) = VP (x) + A Hy (x) + Ay H) (%)

where V7 is a particular solution to the differential equation, H; and H, are homogenous
solutions, and Ajand A, are constants to be determined.
The particular solution is easy to obtain. We can solve for the value of never stopping:

(0.0}
vP(x)=E [/ e‘ptexdt}
0
We can solve this expectation using the results in example 19.1. We get:

X

VP (x) = . (u+%02>

we assume that p - (u + %02> > 0 in order to guarantee the existence of this solution.
The homogenous solutions are obtained from the homogenous equation:

1
PH (x) = wH (x) + 5 0° Hax (1)
by guessing that H (x) = ¢ and replacing we get:

1
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1
0=-p+pué+ 50252
our guess is verified for  a root of the equation above. There are two roots:

p++/p? +202%p —pu+/p? +20%p

&g = - &o =

)

o2 o2

where &1 < 0 < 1< &, this follows from p > 0 and the assumption p - (u+ %02> > 0. Joining
we get the solution for our HJB equation:

V(x)= vP (x) +Ale£1x +A2e£2x

Now we must determine the values of A; and A,. To do so we first need to impose certain

conditions on our value function.

(a) From optimality in exit it must be that: V (x) > Q.
(b) From feasibility it must be that: V (x) < VP (x) + Q.
(c) Value matching implies: V (x*) = Q.

We will show that Ay = 0. Suppose for a contradiction that A > 0, then as x — oo we have
ef1%¥ — 0 (because &; < 0), and e2¥ — oo (because &, > 0), because A, > 0 this implies
that V violates its upper bound. Now suppose for a contradiction that A, < 0, as before
ef1% 5 0 and e%2* — oo, because &y > 1the last term will grow faster than the first one,
thus violating the lower bound (the value goes to —-co). Then it must be that A, = 0.

Then we can obtain A; from the value matching condition:

V (x*) = VP («*) + Ajetr
(a-v7 () e =

with this the solution is complete, given a value for x*. It is left to find such value, for that
we make use of the smooth pasting condition:

Vi (x*) =0
v (x*) +AEeY =0

1 %3
+ Q_x— 5’1:0

p—(w%cz) p-(u+%02>
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21. The Kolmogorov Forward Equation

The last section of this part of the course develops the Kolmogorov Forward Equation,
which describes the dynamics of the probability distribution of a random variable (given
its initial value). Moreover, it characterizes the stationary distribution of the variable if
such distribution exists. This is of particular importance for models with heterogenous
agents because the distribution of the agents in the economy is obtained via the KFE.

Given some initial conditions xy and t, the objective is to characterize the probability
distribution function ¢ (x, t):

b
Pr (x; € [a,b]) = / o (u,t)du
a
In order to characterize ¢ we first need to impose a process for x, and then use the random
walk approximation. For simplicity:

dx = udt + odW

In the random walk approximation the process varies in a period of length At by a
magnitude of h, it increases with probability p or decreases with probability 1- p, where:

h=oVAt p:%<1+t—;\/ﬂ‘>

From time t - At to time ¢ the process can reach a value x either by growing from x - h
or by decreasing from x + h. Then the probability (or more intuitively the fraction of the
mass) at point x at time ¢ is given by:

¢ (x,1) = pox-ht-At)+(1-p) e (x+ht-Al)

We can approximate the elements of the right hand side with a second order Taylor
expansion:

2
a(pa(::) t) :i:ha(p (x, 7) +%hza @ (%, 1)

@ (xEtht-At)~ @(x,t)- At 3% 32
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Terms of order higher than At are ignored. We can replace to get:

0@ (x, t)

o= As acp(x,t>> LI

+(1-2p) (h ox 2 0x2

NCLICY) u\/—( ¢—a<p<x,t))+102ma ¢ ()

ot 0x 2 0x2
0= 00D Yol 1 za ¢ (x, 1)
o Mox 20 ox
which gives the KFE:

a(P (x) t) :_Ha(p(x} t) 1 Zazq)(x) t)
ot 0x 2 0x2
If x follows a more general diffusion process we can change the argument above to get:

00 (51) _ Al heonl 19 [0 e 1)
ot dx 2 dx2

The KFE is specially useful for finding the stationary distribution of the process. In this
case the distribution does not depend on time so the KFE is:

d [u(x) t) ® (.X')] .\ 182 [U (X) t)z ¢ (.X'):|

0=- 0x 2 0x2

This equation can be integrated once to get:

d [a (x, )2 @ (x)}

0x

€1 =2 (x, 1) @ (x) +

where ¢; is a constant of integration (to be determined later). Then we can use the
integrating factor:

_ fx 211(z,1) dz

S(x) =¢ 02(z,1)

By multiplying both sides by the integrating factor we get:

_fxzmmdz< d |0 (x, t)ch(X)])
s@ep=e " @) | 2u(x, 1) @ (x) +

0x
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The RHS can be rewritten noting that:

fx 2u z,t)

o%en o2 (x, t)@(x)]

d
— s 0% (1) (1)

v 2ue g
e ey’ ] o? (x, t><p<x>+s<x>% o2 (5,00 ()]

0% 00 ()5 7 [0 ) 0 )

= -2 (%, 1) @ (%) + 5 (x) dix [02 (%, 1) @ (x)}

SRS %I&

Then we get:
se =2 [s (x) 02 (x, 1) @ (x)}
1 dx )
Integrating again:

cl/ S() dy+ 2= 5 () 0% (4, 1) ¢ (%)

rearranging gives:

1 X
@ (x) = s o2 (%, 0 (Cl/ s(y)dy+c2>
where [* f (£) d& = F (x), being F the antiderivative of f.

Example 21.1. Dynamics and Barriers Consider a brownian motion with two reflecting
barriers X and x. The process behaves as dx = udt + cdW for x € (x, X), but is kept in those
bounds by force. In terms of the random walk representation that means that starting at
X - h the process stays at x — h with probability p, instead of taking a step up, and goes
down to x - 2h with probability 1- p. Similarly for x + h.

The KFE applies for any point in the interior of the domain, so for x € (x, X) we have:

0p (1) __ 00(x1) 123 ¢ (%, 1)

ot % 2 0x2

Moreover, because we are interested in the stationary behavior of the process we know
that the distribution does not depend on time, which results in:

00 (1) , 1 20%0 ()

1
O:_ _
o 29 0x2

or better:
102 u
—¢ (x)

© (=5,

167



We can solve this equation:
@ (x)=Ae"* +B

where y = i—g and A and B are constants to be determined. To find them we can make use
of the boundary conditions implied by the barriers.

From the random walk approximation we can derive the following equation for the
upper bound:

@ (F-h) = po (x-h)+ pe (x - 21)
(1- ) (X-h) = pe (x - 2h)

Using now a second order Taylor expansion around x - h:

a-PoE-n=p(o@-n-he @-h+ 512" @ h)
(1-2p) ¢ G- ) = - phe' (@) + p 2" (- h)
—E\/Eq) (X-h)= -% <1+ %\/E) oVALe (X-h)+ % (1+ %L\/E:) o2Ate” (% - h)
—i—?@(%—h) =- (H%WA_t) ¢ (Y—h)+% (1+§\/E> ovVAte' (% -h)
taking At — 0 we get:
Pom=0'®
(0}
Yo X =¢ (%)

Replacing for the solution of ¢ we find that B = 0. Then A is found to guarantee that ¢
integrates to one. This results in:

yer¥*

)= ax

168



22, Application: Real Options

Consider the problem of a firm that is thinking about investing in a new project. The payoff
that the project generates varies stochastically, but its cost is fixed. To be precise: the firm
can, at any point in time, pay a fixed cost I to invest on a project that will have a payoff
x (t). Firm’s investment opportunity is a perpetual call option, that is, the right but not the
obligation to buy a share of some asset at a pre-specified price.

The payoff is assumed to follow a geometric brownian motion, so that:

dx = pxdt + oxdW
The firm discounts the future at a rate p, so the problem of the firm is:
V (x0) = max B | ((T) - 1) " x 0) = o

To fix ideas we can first solve for the deterministic case. For this we set o = 0, which

implies that x (T) = xye"!, for some initial value xp. Then:
V (xg) = max (xoe“T - I) e T

The following results follow:

(a) If u < 0then the payoff x is decreasing (or constant), so it is better to invest immediately
if xg > I, or never to invest if xy < I. This implies that:

V (xp) = max {xy - I, 0}

(b) If 0 < u < p then x is growing, so the value of the firm (the value of holding the option
to invest) is positive, even if initially x < I . Eventually x > I.

(i) The optimal time is given by:

d (xoe"T - 1) e PT
oT
- - X e_(p_u')T + Ie_pT = 0
(P - 1) Xo P
1 I
_ ln p— = T
wo(p-wxo

T:max{llnp—I,O}
wo (P-wxo

=0
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(ii) In some cases it is best to invest immediately. This happens if:

1 I
—In o
Lo (p-1)xo
pl
(p - 1) Xo
x*:p_I Sxo
p-u

Higher u increases the threshold value of x. Thus inducing longer waits.

(iii) Joining we get:
V (xo) = p-p
(c) If u > p then the payoff grows faster than the firm discount of the future, which implies

that the firm wants to wait forever.

Now we can solve the stochastic version of the problem. It is no longer possible to find
T* directly, but we can still find the threshold value x*. To do it we first define the HJB
equation, recall from equation (20.9) that:

pVdt = E [dV]

(noting that the instantaneous payoff before investing is zero). We can use Ito’s lemma to
expand the RHS:

1
pV = p,xV/ + 50'2x2V”
There are three boundary conditions that must hold:

VO)=0 V(" )=x"-1I V (xF)=1

The first one follows from 0 being an absorbing state (because of the properties of the
geometric brownian motion). The second one is value matching and the third one is smooth
pasting.

We guess that the solution is of the form:

Vix)= AxP

for some A and f3 to be found later. This clearly solves the HJB equation. Replacing we can
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solve for f3:

"

pV = uxV/ + %O‘ZXZV
prB = pBAxB + %O‘ZAB B-1 xP
1
p=up+ 0B (B-1)

1 1
0=-p+ (H—Eﬁz) s +§02B2

B is then found from the roots of this equation:

There are two distinct roots so the solution to the H]JB equation is in general:

V() = A;xP1 + A xP2

But in order for the first boundary condition to hold we need that A, = 0, because, with
B2 < 0, we could not evaluate the function otherwise. This leaves us with only one root,

which we denote 3, and one constant A that we find below.
Replacing on the value matching and smooth pasting conditions we get:

A(x*)ﬁ =x*-1 PA (x*)ﬁ_1=1

x\1-3 . .
)" and replacing on the first equation we get:

Solving for A =
x* = Bx* - BI
BI
* - —_——
x 51

which also gives the value of A.
In the optimal strategy the firm does not invest when x* is equal to I (when the net

present value of investing becomes positive), but instead there is wedge between the cost
of investing and the value of investing. The wedge is given because the firm has to be
compensated for giving up the option to wait and see if the value increases even further.
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Comparative Statics [Optional]

The threshold value x* depends on the parameters of the model through 3. Although we
have an explicit solution for {3 in this case, that is not always the case. Nevertheless we can
use the quadratic equation that gives rise to 3 to run comparative statics.

Let Q be the quadratic equation, so that:

Q=-p+ (u- %Gz) B+ %GZBZ

we want to know how 3 depends on o. Taking total differentials we get:

dQ _0Qdp 00 _,
do 9fdo 0o

where the derivatives are evaluated at the positive root 3 found above. This expression

ap_ (%)

" 3)

Signing the numerator is easy, because g—g =of (B -1) >0, we know it is positive because

gives:

the positive root {3 is higher than 1. Signing the denominator requires us to know the shape
of Q. It can be easily shown that Q is increasing at (31:

0Q_ 1, 5. o [(1 u\? o
%—H—EG +UB—G E—? +2?>0

dp
do <0

This means that higher variance (more uncertainty over the payoff of investing) reduces

Then:

3, which in turn increases % So the wedge between x* and I increases with uncertainty,
in other words the firm will need a larger return on the investment in order to invest.
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23. Application: Menu cost Stokey (2009, Ch. 7)

Consider a firm whose profit flow at any date ¢t depends on its relative price, that is: the ratio
of its own nominal price to an aggregate (industry-wide or economy-wide) price index,
where the latter is a geometric Brownian motion. Recall that if the price follows a GBM
then its log follows a brownian motion. It is then convenient to work with the prices in log
form. Let p () be the log of the firm’s nominal price and p (¢) the log of the aggregate price
index. Then:

dp = -udt + ocdWp

The initial value for the firm’s (log) nominal price p, is given. The firm can change its
nominal price at any time, but to do so it must pay a fixed adjustment cost ¢ > 0. This cost
is constant over time and measured in real terms. Because control entails a fixed cost, the
firm adjusts the price only occasionally and by discrete amounts.

The problem of the firm is to choose when to adjust the price, and by how much. One
can see this as a problem of choosing the (random) times at which to adjust the price, or of
choosing an inaction region, such that the price is adjusted when some condition is met.

The problem can be formulated in terms of that one state variable because the profit
flow at any date depends only on the firm’s relative price. Let:

z(t)=p)-p()

When the firm adjusts its price the variable z jumps. Part of the problem will be to find the
optimal value 2* to which z is set when the firm decides to take action. Between adjustments
z evolves only with p, so we have (for any time at which there is no adjustment):

dz = udt + cdW

where dW = -dW .

The profit flow of the firm, 7t (2), is a stationary function of its relative price z, and
profits are discounted at a constant interest rate r. The following restrictions on 7, r, ¢ and
the parameters 11, 02 insure that the problem is well behaved:

(@) r,¢c,0%>0

(b) mis continuous everywhere, strictly increasing on (-oo, 0) and strictly decreasing on
(0, 00).

(i) The location of the peak of 7t at 0 is arbitrary.
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We will assume that 7 takes the following form:

@ mee*? ifz >0
7(2) =
mee-? ifz<0

wheren+ <0 <mn-.

These assumptions imply that it is optimal to change the price if 2z gets too low or too
high. Then the inaction region is: (z, 2).

The HJB equation for z € (2, 2) is:

oV (@) = () + ¥ () + 507V (2)

The boundary conditions for V are value matching and smooth pasting at z and z:

V@)=V (z")-c
VE) =V (") -c
V' (2)=0
vV (2)=0

The solution to the H]B equation is, just as before:
V(2) = VP (2) + A1eb1% + Apet?

where VP is a particular solution and H (z) = e? is a solution to the homogeneous equation.
Finding the particular solution is not trivial. Stokey proposes the following solution:

T
W (z) =E [/0 et (z (1)) dt]

where T is the (random) time at which the price will be adjusted. W gives then the expected
discounted value of the profits until the next adjustment. This function is difficult to deal
with, because T is not a real number, but instead a random variable. It is however possible
to exploit this to express W as an integral over values of z. This goes beyond what we are
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covering, the details are available in Stokey (2009, Sec. 3.5). Critically it can be shown that:
W(z)=W()=0

because there is no time until the next adjustment. It will occur in that instant.
This simplifies the value matching conditions to:

Ale(t"lg +A2e‘izg =V (Z*) -C
A1ef1% + Ayet2f = v (%) -c

Unfortunately we cannot further solve this problem.
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